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A B S T R A C T

Complex process models can hinder the comprehension of the underlying business processes. While several
metrics have been suggested in the literature to evaluate the complexity of imperative process models, little is
known about their declarative counterparts. In this paper, we address this gap through a suite of metrics that
we propose to capture the complexity of declarative process models. Following this, we empirically investigate
the impact of complexity, as measured by the suggested metrics, on users’ cognitive load when comprehending
declarative process models. Therein, we use a multi-modal approach including eye-tracking and electrodermal
activity. The findings of the empirical study provide evidence about the cognitive load emerging as a result
of increased model complexity. Overall, the outcome of this paper presents empirically validated metrics to
evaluate the complexity of declarative process models. Implementing these metrics and incorporating them
in intelligent modeling tools would help assessing the complexity of declarative process models before being
deployed. Furthermore, our empirical approach can be adopted by researchers in upcoming empirical studies
to provide a multi-perspective assessment of users’ cognitive load when engaging with process models.
1. Introduction

Process models provide a blueprint for system support and enable
the communication between different stakeholders including domain
experts and IT specialists (Dumas, La Rosa, Mendling, & Reijers, 2013).
The modeling of processes is supported by formal languages, which
need to be both machine-interpretable and comprehensible to hu-
mans. In the literature, these languages were categorized within the
imperative-declarative paradigm (Fahland et al., 2009). Imperative
languages represent all the paths of the process explicitly in the model.
Declarative languages, in turn, emphasize the constraints governing
the interplay between the process activities and represent the possible
execution paths implicitly in the model (Fahland et al., 2009; Reichert
& Weber, 2012). Imperative languages are typical for representing
predefined and repetitive processes due to their sequence-flow nature
(e.g., security screening in border control). Conversely, declarative
languages allow representing flexible processes (e.g., patients diagnoses
and treatments) concisely using their constraint-based approach.

The literature comprises a wide array of metrics to assess the
complexity of process models, e.g., (Cardoso, Mendling, Neumann, &
Reijers, 2006; Cheng, 2008; Gruhn & Laue, 2007; Latva-Koivisto, 2001;
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Mendling, 2007; Moreno-Montes de Oca & Snoeck, 2014; Polančič
& Cegnar, 2017; Reijers, 2003; Reijers & Vanderfeesten, 2004; Sa,
Garci, Ruiz, & Mendling, 2012). A notable example is Mendling’s
suite (Mendling, 2007) designed for imperative process models rep-
resented as Event-driven Process Chains (EPC) (Keller, Nüttgens, &
Scheer, 1992). The suite is inspired by a large body of existing graph
theory, software engineering and information theory metrics. It cap-
tures proprieties associated with the size, cyclicity, concurrency, density,
separability and connector heterogeneity of process models (Mendling,
2007). The metrics of this suite can be easily applied to other im-
perative languages such as BPMN (Object Management Group (OMG),
2010) and Petri-nets (Petri, 1962) as they all share the same un-
derlying paradigm. When it comes to declarative languages such as
Declare (Pesic, Schonenberg, & van der Aalst, 2007) or Dynamic Condi-
tion Response (DCR) graphs (Hildebrandt & Mukkamala, 2011), little is
known about the applicability of the existing metrics and their ability to
capture the associated model proprieties. Looking at the representation
of declarative process models, there are reasons to assume that some
of the existing metrics need to be reformulated due to the implicit
sequence-flow in declarative models and the possibility to have dis-
connected fragments within the same model. Motivated by this need,
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the first research question aims at adapting the existing metrics to
declarative process models. We define this question as follows: RQ1.
How to adapt the existing metrics to declarative process models?
To address this research question, we turn to the metrics proposed
in Mendling (2007), study their adaptability and formulate new metrics
that can apply to declarative languages.

The existing metrics capture a number of proprieties which have
been associated with complexity and shown to challenge users when
engaging with imperative process models during comprehension tasks
(Figl & Laue, 2011; Reijers & Mendling, 2010; Sánchez-González,
García, Mendling, & Ruiz, 2010). Following the cognitive load the-
ory (Chen, Zhou, Wang, Yu, Arshad, Khawaji, et al., 2016; Paas,
Tuovinen, Tabbers, & Van Gerven, 2003), this challenge is due to the
inability of humans to cope with complex artifacts (e.g., process mod-
els) leading them to very high cognitive load and thus more difficulty
to comprehend the process models at hand. While these insights have
been verified for imperative process models (Figl & Laue, 2011; Reijers
& Mendling, 2010; Sánchez-González et al., 2010), little is known about
the declarative ones. To address this need, the second research question
aims at evaluating the effects of the proprieties captured by the adapted
metrics on users’ cognitive load when engaging with declarative process
models. Therein, we conduct an empirical study where we use the DCR
notation as a proxy for declarative languages since it is supported by
industry-grade modeling tools and has several use-case applications
documented in the literature, e.g., Hildebrandt et al. (2020) and López,
Debois, Hildebrandt, and Marquard (2018). Accordingly, we define the
following research question: RQ2. Do the proprieties captured by the
newly adapted metrics affect users’ cognitive load when engaging
with declarative process models in DCR? To answer this research
question, we formulate a set of hypotheses where it is expected that
complex declarative models, as estimated by each of our individual
metrics, would yield a higher cognitive load because users are required
to extract, recall and integrate more information into their mind. We
test our hypotheses in a controlled experiment where participants’ cog-
nitive load is measured continuously along entire comprehension tasks
on DCR models of different complexity levels. We use a multi-modal
approach supported by eye-tracking (Holmqvist, Nyström, Andersson,
Dewhurst, Jarodzka, & van de Weijer, 2011) and electrodermal activity
(EDA) (Critchley, 2002) measures. To the best of our knowledge, our
paper is the first to deploy a broad spectrum of multi-modal measures
of cognitive load in the process modeling literature. Our findings
provide empirical evidence showing that the newly adapted metrics are
associated with users’ cognitive load. As a result, our study is also the
first to deliver empirically validated complexity metrics for declarative
models.

The outcome of this work is twofold. On the one hand, it delivers
a suite of complexity metrics serving to evaluate the quality of declar-
ative process models and providing heuristics to guide the discovery
of process models with reduced complexity from event-logs. Moreover,
our empirical findings demonstrate the relevance of the proprieties
measured by our metrics and thus lay the foundation for a new set
of guidelines for declarative process models. On the other hand, with
our multi-modal approach assessing cognitive load, a new class of
experiments is made possible. Therein, one can quantify and compare
users’ cognitive load based on measurements derived from different
modalities. Given the continuous nature of these measurements, our
approach has also the potential to be used for more advanced analyses
where it is possible to pinpoint exactly where — but also when cog-
nitive load occurs. Additionally, with further development, it can be
moved to online settings to provide intelligent modeling tools providing
ad-hoc support to users based on real-time assessment of their cognitive
load.

In the remainder of this paper, Sections 2 and 3 present the back-
ground and related work respectively. Section 4 presents the newly
adapted metrics for declarative process models. Section 5 describes the
2

empirical study validating these metrics. The findings of the empirical
study are reported and discussed in Section 6, while the underlying
limitations are presented in Section 7. Finally, the paper is concluded
in Section 8.

2. Background

This section introduces the core concepts of declarative languages
needed to define our complexity metrics (cf. Section 2.1), then in-
troduces the DCR notation which is used as a proxy for declarative
languages in our empirical study (cf. Section 2.2). Afterward, it pro-
vides a background on cognitive load (cf. Section 2.3) and presents a
set of common measures capturing it (cf. Section 2.4).

2.1. Declarative languages

Process models are represented formally using imperative or declar-
ative languages. As mentioned in Section 1, imperative languages spec-
ify all the paths of a process explicitly in the model, whereas declarative
languages follow a constraint-based approach describing the interplay
between the process activities without explicitly showing all the ex-
ecution paths allowed in the process (Fahland et al., 2009; Reichert
& Weber, 2012). As for the semantics, any execution path satisfying
the given constraints is allowed by the model. This core feature of
declarative languages allows them to represent flexible processes – with
many execution paths – in a compact manner (Fahland et al., 2009;
Reichert & Weber, 2012).

Declarative process models are typically represented as graphs com-
posed of nodes and edges. The nodes refer to the activities of the
process, while the edges refer to constraints prescribing the interplay
between these activities. Activities that are not linked with constraints
can be executed several times and at any point in time. Similarly, blocks
of activities forming a weakly connected component 1 in the graph can be
executed independently without being influenced by the other weakly
connected components within the same graph. Hence, declarative pro-
cess models can have disconnected fragments within the same model.
As for the constraints, their semantics differ from one language to
another. Declare, for instance, comprises 14 standard constraints allow-
ing to model control-flow patterns associated with existence, choice,
relation, negation and branching (Reichert & Weber, 2012). DCR, in
turn, has 6 core relations allowing to model patterns including condi-
tions, milestones, dynamic inclusions, dynamic exclusions, responses,
and no-responses (cf. Section 2.2).

The (adapted) metrics which will be presented in Section 4 are
based on these basic features and thus can apply to any declarative
model with such characteristics. The models used for the empirical
study, in turn, are based on DCR which we consider as a representative
for declarative languages (cf. Section 2.2). As motivated in Section 1,
we focus on DCR because of the availability of industry-grade tools
supporting the modeling of DCR graphs (Marquard, Shahzad, & Slaats,
2016) and the increasing number of applications documented in the
literature (Hildebrandt et al., 2020; López et al., 2018).

2.2. DCR graphs

DCR is a process modeling language belonging to the declara-
tive paradigm (Hildebrandt & Mukkamala, 2011). The language is
supported by a process modeling platform and commercial tools.2 It
comprises a core notation providing basic constructs for modeling DCR
graphs. Fig. 1 illustrates a DCR graph describing the writing process
of a project proposal. In this model, the activity ‘‘Download Submitted
proposals’’ has no constraints and thus it can be executed several

times and at any point in time. Similarly, the three weakly connected
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Fig. 1. A DCR graph describing the process of writing a project proposal.
Source: Adapted from Reichert and Weber (2012).
components of the model form independent blocks with no influence
on each other.

Activities in DCR are characterized with markings recording their
internal state. A marking comprises three Boolean values: executed,
included and pending. The executed marking (indicated by a checkmark)
indicates if an activity has been executed in the past (e.g., ‘‘Download
submitted proposals’’). The included marking (indicated by a solid
border line) specifies whether an activity is relevant for the process at
a particular point in the execution. The activities assigned this marking
can constrain other activities (e.g., ‘‘Come up with a new idea’’), while
the activities missing this marking (depicted with a dashed border line)
cannot (e.g., ‘‘Check for plagiarism’’). Lastly, the pending marking (in-
dicated by a blue exclamation mark) signifies that an activity must be
executed before the process can end (e.g., ‘‘Write the project proposal’’).

As outlined in Section 2.1, the DCR language has 6 core relations.
We use the terms ‘‘source activity’’ and ‘‘destination activity’’ to de-
scribe a pair of activities, connected with a DCR relation, depicted as
a directed edge, running from the activity at the source of the edge
to the activity at its destination. A condition relation (indicated by
an orange edge) requires the source activity (e.g.,‘‘Come up with a
new idea’’) to be executed at least once before the destination activity
(e.g., ‘‘Write the project proposal’’) can be executed. A milestone relation
(indicated by a purple edge) specifies that as long as the source activity
(e.g., ‘‘Write the project proposal’’) is required, the destination activity
(e.g., ‘‘Submit the proposal’’) cannot be executed. The dynamic inclusion
relation (indicated by a green edge) specifies that the source activity
(e.g., ‘‘Write the project proposal’’) can activate the included marking of
the destination activity (e.g., ‘‘Check for plagiarism’’), making it relevant
for the process. Conversely, the dynamic exclusion relation (indicated
by a red edge) specifies that the source activity (e.g., ‘‘Submit the
proposal’’) can disable the included marking of the destination activity
(e.g., ‘‘Submit the proposal’’), making it irrelevant for the process. The
DCR graph shown in Fig. 1, links the activity ‘‘Submit the proposal’’
to itself using the exclusion relation, which, in turn, means that the
activity can be executed only once. The response relation (indicated
by a blue edge) denotes that the source activity (e.g., ‘‘Come up with
a new idea’’) can activate the pending marking of the destination

1 A weakly connected component denotes a maximal sub-graph where the
nodes are linked with some path regardless of the direction of the edges.

2 See https://www.dcrgraphs.net and https://dcrsolutions.net.
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activity (e.g., ‘‘Write the project proposal’’), making it required in the
process. Lastly, the no-response relation (indicated by a brown edge)
denotes that the source activity (e.g., ‘‘Apply changes to the existing
proposal’’) can disable the pending marking of the destination activity
(e.g., ‘‘Write the project proposal’’), making it no longer required in the
process (Andaloussi, Davis, Burattin, López, Slaats, & Weber, 2020).
Note that it is possible to connect activities by more than one relation.
In this case, the combined effect of the relations is applied. The process
models used in the empirical study are based on this core notation (cf.
Section 5).

2.3. Cognitive load theory

When humans are performing mental tasks, the demand imposed
on their working memory is referred to in the literature as Cognitive
load (Chen et al., 2016; Paas et al., 2003). According to the cognitive
load theory (CLT), the limited capacity of the working memory acts as a
bottleneck for humans when engaging with challenging tasks, thereby,
affecting their performance negatively and leading them to error-prone
situations (Chen et al., 2016; Paas et al., 2003). CLT discerns three
types of cognitive load: intrinsic, extraneous and germane (Paas et al.,
2003; Sweller, 2010). The essential complexity (Antinyan, 2020; Jr.,
1987) inherent in the material being processed gives rise to intrinsic
load (Paas et al., 2003; Sweller, 2010). In the context of process model
comprehension, users would experience increased intrinsic load when
the model encodes semantics describing the behavior of a complex
business process. The accidental complexity (Antinyan, 2020; Jr., 1987)
associated with the representation of the material being processed
gives rise to extraneous load (Paas et al., 2003; Sweller, 2010). When
engaging with process models having a poor visual representation,
users are likely to experience this type of cognitive load. Lastly, the
ability to construct mental schemes for an efficient processing of the
material in hand denotes germane load (Paas et al., 2003; Sweller,
2010). The lack of abstraction skills and background in declarative
process modeling could, for instance, induce higher germane load.

The metrics investigated in this study are likely to impact the
intrinsic component of cognitive load as they capture structural as-
pects depending to a large extent on the complexity of the process
behavior encoded in the model. Therefore, in our study, we shed
light on this particular type of cognitive load. We do that through
a controlled experiment where the factors affecting extraneous and
germane loads are held as constant as possible in contrast to those

https://www.dcrgraphs.net
https://dcrsolutions.net
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susceptible to affect intrinsic load which are manipulated to study their
impact (cf. Section 5).

2.4. Cognitive load measurements

Several measures have been proposed to estimate cognitive load in
the literature (Chen et al., 2016). These measures have been organized
into subjective, performance, behavioral and physiological (Chen et al.,
016). Subjective measures reflect humans’ own perception of cognitive
oad (Chen et al., 2016; Sweller, Ayres, & Slava, 2011). Performance
easures estimate the impact of cognitive load on the accomplishment

f a given task (Chen et al., 2016). Behavior measures infer humans’
ognitive load from their voluntary response to increased task diffi-
ulty (Chen et al., 2016). Lastly, physiological measures capture the
hanges in humans’ physiological states due to variations of cognitive
oad (Kramer, 1991). In the following paragraphs, these classes of
ognitive load measures are introduced together with the underlying
heories, benefits, limitations, use in our empirical investigation and
xisting applications in model comprehension studies.

ubjective Measures. Cognitive load is associated with a subjective
eeling of exertion that can be recognized by users and reported by the
eans of introspection (Chen et al., 2016). Questionnaires based on

ikert scales are typically administered, in this vein, to inform about
he difficulty and challenges perceived by users when engaging with a
ental task (Sweller et al., 2011). Similarly, we use a self-assessment

uestionnaire of cognitive load in our study to capture users’ perceived
ifficulty. In the literature, the measures extracted from self-assessment
uestionnaires were reported to be sensitive to different cognitive load
evels (Sweller et al., 2011). However, these measures can be influenced
y the social desirability bias and false metacognitive judgments (Cook,
009).

Questionnaires based on the self-assessment of perceived difficulty
ave been widely used in the literature. In model comprehension
tudies, e.g., Figl and Laue (2011, 2015), perceived difficulty has been
hown to vary depending on the task type (Figl & Laue, 2011), the
ontrol-flow patterns (Figl & Laue, 2015), the interactivity between the
lements of the model (Figl & Laue, 2011) and the expertise of the
odelers (Figl & Laue, 2015).

erformance Measures. Performance measures can serve as a proxy
or cognitive load under the assumption that increased mental effort
uts more strains on the working memory, which in turn, cause a drop
n performance (Chen et al., 2016). Measures like answer correctness and
nswering time have been used in a way that reduced answer correctness
nd increased answering time reflect a decay in performance (Chen
t al., 2016). Similarly, we use these two measures to estimate users’
erformance when solving comprehension tasks on process models.

Answer correctness and answering time are not intrusive since they
o not require any additional input from the user when performing a
ask. However, their ability to discriminate different levels of cognitive
oad might be limited. Indeed, according to Veltman and Jansen (2005),
sers’ performance decreases only in the states of cognitive under load
e.g., caused by boredom or lack of motivation) and cognitive over load
e.g., caused by very difficult tasks), while it remains constant in
he states in between. This is because users can put more effort to
ompensate for increasing levels of cognitive load, provided that they
o not experience cognitive overload.

Performance measures have been widely used in model compre-
ension studies, e.g., Bera (2012) and Sánchez-González et al. (2010).
or instance, answer correctness was linked with model size (Sánchez-
onzález et al., 2010). Likewise, answering time was associated with
odel density (Sánchez-González et al., 2010) and the quality of the

isual notation (Bera, 2012).

ehavioral Measures. Fixations and saccades are voluntary eye-
ovements reflecting humans’ cognitive processes (Holmqvist et al.,
4

011; Just & Carpenter, 1980; May, Kennedy, Williams, Dunlap, &
rannan, 1990; Meghanathan, van Leeuwen, & Nikolaev, 2015). A fixa-
ion denotes the timespan when the eye remains still at a position of the
timulus (Holmqvist et al., 2011). According to the eye-mind hypothe-
is (Just & Carpenter, 1980), in visual tasks, the eyes are fixating what
he mind processes (Just & Carpenter, 1980). Consequently, longer
nd recurrent fixations can be associated with increased information
rocessing. Among the common measures used to capture eye-fixation
eatures in relation to cognitive load are total fixation duration (i.e., the
otal duration of all fixations in a specific time interval), average fixation
uration (i.e., the average duration of all fixations in a specific time
nterval) and fixation count (i.e., the count of fixations in a specific time
nterval) (Just & Carpenter, 1980; Korbach, Brünken, & Park, 2017;
eghanathan et al., 2015). For all these measures, it is assumed that

ncreased values indicate a high cognitive load.
Saccades are rapid eye movements between pairs of successive

ixations (Holmqvist et al., 2011). This oculomotor event has been
ssociated in the literature with cognitive load (Keskin, Ooms, Dogru, &
e Maeyer, 2020; May et al., 1990). In particular, the saccadic amplitude
easure, which denotes the distance traveled by the eye, has been

hown to decrease as a response to increased task difficulty (Keskin
t al., 2020; May et al., 1990). This phenomenon can be explained
y the shrinkage of the human’s visual field (or the so-called ‘‘tun-
el vision’’ effect) to cope with memory overload. Indeed, when the
mount of information exposed within a viewing area exceeds the
ypical processing capacity of an individual, the shrinkage of the visual
ield (manifesting in short saccades) helps to reduce the amount of
nformation to be processed (Mackworth, 1965; May et al., 1990).

We rely on the aforementioned fixation and saccade-based measures
ecause they are sensitive to different levels of cognitive load (May
t al., 1990; Meghanathan et al., 2015) and are not intrusive since
ye-trackers can be placed at a distance from the user. Nevertheless,
t is important to ask the participants to follow a series of instruc-
ions (Holmqvist et al., 2011) to avoid confounding factors that can
ffect the reliability of these measures (e.g., miscalculation of gaze
oints due to head movements).

Fixation and saccade-based measures have been proposed to in-
estigate users’ mental effort during model comprehension tasks, e.g.,
Petrusel, Mendling, & Reijers, 2016; Wang, Chen, Indulska, Sadiq, &
eber, 2022) and Zimoch et al. (2017). For instance, fixation duration
as adopted in Wang et al. (2022) to compare users’ mental effort
hen engaging with process models combined with linked or separated

ules. Likewise, the counts of fixations and saccades were used in Zi-
och et al. (2017) to investigate the difference between novice and

ntermediate modelers.

hysiological Measures. The human nervous system is composed of
entral and peripheral systems. The peripheral system has
wo branches: somatic and autonomic (Riedl & Léger, 2016). While
he former is responsible for movements and for transmitting sensory
nformation, the latter unconsciously regulates the body functions to
ope with changes in mental or physical demands. The autonomic
ervous system has two divisions: sympathetic and parasympathetic.
he sympathetic division activates the human body when the level
f mental or physical demand increases, whereas the parasympathetic
ne relaxes the body when the level of demand decreases. These
vents cause biological reactions like pupil dilation and changes in the
lectrodermal activity (EDA). Such reactions have been associated in the
iterature with an increase of cognitive load (Winter, Pryss, Probst, &
eichert, 2020).

Pupil size is captured by eye tracking devices and changes in
upil dilation can be derived through the low/high index of pupillary
ctivity (Duchowski, Krejtz, Gehrer, Bafna, & Bækgaard, 2020). This
easure differentiates the low and high frequencies of pupil oscillations

o compute an index of cognitive load. The closer this index is to zero,
he higher the cognitive load (Duchowski et al., 2020). As for EDA,
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Table 1
Representative set of notable studies on process modeling guidelines.

Paradigm Type References

Imperative modeling Studies Becker, Rosemann, and Uthmann (2000), Corradini et al. (2018), Corradini, Polini, Re, Rossi, and
Tiezzi (2022), Fischer (2010), Kopp (2022), Krogstie (2016), Mendling, Reijers, and van der Aalst
(2010), Schrepfer (2010), White and Miers (2008)

Literature reviews Avila, dos Santos, Mendling, and Thom (2020), de Oca, Snoeck, Reijers, and Rodríguez-Morffi (2015),
Dikici, Turetken, and Demirors (2018), Figl (2017), Moreno-Montes de Oca and Snoeck (2014)

Declarative modeling Studies Andaloussi et al. (2020), López-Acosta and Simon (2022)
it is captured by Galvanic Skin Response (GSR) devices measuring the
conductance of the skin. Changes in conductance depend on the amount
of sweat secreted by the skin sweat glands (Critchley, 2002). EDA can
be devised into tonic and phasic components. The tonic component
rovides the Skin Conductance Level (SCL), a slowing varying signal
hat takes tens of seconds to minutes to change (Weber, Fischer, &
iedl, 2021). The phasic component, in turn, provides the Skin Con-
uctance Response (SCR), a rapidly changing signal that takes one to
ive seconds to reflect a response to a stimulus (Winter et al., 2020).
he SCR signal has several features, notably the number of peaks (i.e,
CR peaks count), which has been shown to increase with increasing
ental demands (Winter et al., 2020).

Based on the literature (Duchowski et al., 2020; Winter et al.,
020), we use the low/high index of pupillary activity and the SCR
eaks count. These two measures are sensitive to different levels of
ognitive load (Duchowski et al., 2020; Winter et al., 2020) and can
rovide reliable insights if used carefully (Kramer, 1991). However,
upillary activity is not only sensitive to cognitive load but also to
ther factors such as illumination (Kramer, 1991), while EDA-based
easures could be affected by user’s physical activity (e.g., movements

f the hand equipped with the GSR device) (Kramer, 1991). To avoid
hese confounding factors, it is, therefore, important to collect these
easures in controlled environments where illumination is controlled

nd participants are well instructed about the use of the devices.
In model comprehension studies, the SCR peaks count has been

hown to significantly change when engaging with process models hav-
ng different levels of complexity (Winter et al., 2020). With regard to
he low/high index of pupillary activity, to the best of our knowledge,
his measure has not yet been used in the process model comprehension
iterature. Nevertheless, the findings of a series of experiments testing
he metric in other mental tasks (e.g., counting, n-back, text-copy
asks) (Duchowski et al., 2020) confirm that the metric is a good
ndicator of cognitive load.

All in all, different measures have been proposed to estimate cog-
itive load. While the majority of model comprehension studies are
estricted to a few ones (usually subjective or performance-driven Figl,
017), our study uses a multi-modal approach supported by a larger
et of measures. Such an approach has many advantages, first and
oremost, the use of different modalities provides a multi-perspective
ssessment of cognitive load, through which one can overcome the
otential limitations of the individual measures and thus provide a
ore comprehensive empirical account of users’ cognitive load. Addi-

ionally, the use of behavioral and physiological measures brings more
bjectivity allowing to mitigate the social desirability bias and false
etacognitive judgments associated with subjective measures (Cook,
009). Last but not least, the continuous nature of behavioral and
hysiological measures allows for collecting real-time data and thus
valuating cognitive load at a high rate and sensitivity level (Chen
t al., 2016).

. Related work

This section presents the related work. Section 3.1 addresses the
uality of process models. Section 3.2 provides an overview about
he existing complexity metrics. Section 3.3 summarizes the under-
tandability measures used in the existing empirical studies. Sec-
ion 3.4, positions our contributions with respect to the related work
nd emphasizes how they extend to the state-of-the-art literature.
5

3.1. Quality of process models

There exists a wide stream of literature studying process model
quality (Dikici et al., 2018; Krogstie, 2016). Model-based characteris-
tics associated with size (Mendling, Reijers, & Cardoso, 2007), struc-
ture (Turetken, Rompen, Vanderfeesten, Dikici, & van Moll, 2016;
Zugal, 2013), layout (Petrusel et al., 2016), hierarchy (Corradini et al.,
2022) are among the pertinent proprieties affecting the understandabil-
ity of process models. Accordingly, a number of quality guidelines have
emerged (cf. overview of representative studies in Table 1). However,
the largest proportion of these guidelines are tailored to imperative
languages and typically assume a sequence-flow representation of pro-
cess models. This assumption does not hold for declarative languages,
which use constraints to model business processes. Hence, the appli-
cability of the existing guidelines remains questionable for declarative
languages for which the number of specific guidelines is rather limited
(Andaloussi et al., 2020; López-Acosta & Simon, 2022). In Andaloussi
et al. (2020), the authors suggest a set of modeling guidelines for DCR
graphs, while in López-Acosta and Simon (2022), the authors propose a
number of features to enhance the visual representation of DCR graphs.

3.2. Complexity metrics

The literature comprises a wide array of metrics designed to op-
erationalize the existing guidelines and the underlying model propri-
eties (Moreno-Montes de Oca & Snoeck, 2014; Petrusel et al., 2016).
These metrics originate from fields like graph theory, software engi-
neering and information theory (cf. overview of representative studies
in Table 2). From graph theory, for instance, connectivity, degree
of vertices and density (Mendling, 2007) have been reformulated to
measure the complexity of process models. Likewise, from software
engineering, McCabe’s Cyclomatic Complexity (McCabe, 1976), Lines
of Code (LOC) and Halstead Complexity Metric (Halstead et al., 1977),
previously used for source-code, have been adapted to fit process
models (Cardoso et al., 2006). When it comes to information theory,
based on Shannon entropy (Shannon, 1948), a metric capturing the het-
erogeneity (i.e., variability) of modeling constructs in process models
has been proposed in Mendling (2007).

As reported in Table 2, most of the existing metrics capture the com-
plexity of imperative process models expressed using languages such
as Business Process Modeling Notation (BPMN) (Object Management
Group (OMG), 2010) and Event-driven Process Chains (EPC) (Keller
et al., 1992). The effects of the proprieties, operationalized using these
metrics, on users’ comprehension of process models have been demon-
strated in a number of empirical studies, e.g., (Mendling & Strembeck,
2008; Reijers & Mendling, 2010) and Sánchez-González et al. (2010).
Similar insights are, however, lacking for declarative process models,
which besides a single study (Marin et al., 2015) investigating metrics
for Case Management Modeling and Notation (CMMN) (Object Manage-
ment Group OMG, 2014) models, less has been done to quantify their
complexity.

3.3. Understandability measures for process models

The model proprieties and the metrics used to operationalize them
have been tested in several studies to perceive their effect on the



Expert Systems With Applications 233 (2023) 120924A. Abbad-Andaloussi et al.
Table 2
Representative set of notable studies on process model metrics.

Paradigm Focus (type) References

Imperative modeling Graph theory (studies) Cardoso et al. (2006), Latva-Koivisto (2001), Mendling (2007), Sa et al. (2012)
Software engineering (studies)Cardoso et al. (2006), Gruhn and Laue (2007), Mendling (2007), Reijers (2003), Reijers and Vanderfeesten (2004)
Information theory (studies) Cardoso et al. (2006), Cheng (2008), Mendling (2007)
Multi (literature reviews) Marin (2017), Moreno-Montes de Oca and Snoeck (2014), Polančič and Cegnar (2017), Zhou, Zhang, Chen, and Liu (2023)

Declarative modeling Marin, Lotriet, and Van Der Poll (2015)
Table 3
Representative set of notable studies using understandability measures for process models. Abbreviations: Understd.: Understandability. Ans.
Corr.: Answer correctness. Ans. T.: Answering time. Fix.: Fixations. Sacc.: Saccades, Pupil: Pupillary response. Per. Dif.:Perceived difficulty, EDA:
Electrodermal activity.
Ref. Investigated topics/proprieties Understd Measure

Mendling and Strembeck (2008) Modeling knowledge/experience,
model structure, textual content,
modeling purpose, visual layout

Ans. Corr.

Reijers and Mendling (2010) Modeling experience & model
structure

Ans. Corr.

Sánchez-González et al. (2010) Model structure Ans. Corr.

Winter, Pryss, Probst, Baß, and Reichert (2022) Model structure Ans. Corr.

Figl, Di Ciccio, and Reijers (2020) Model Representation Ans. Corr.

Winter, Neumann, Pryss, Probst, and Reichert (2023) Visual layout, model structure Ans. Corr.

Winter et al. (2021) Model structure, textual content Ans. Corr.

Sánchez-González et al. (2010) Model structure Ans. T.

Bera (2012) Visual layout Ans. T.

Winter et al. (2022) Model structure Ans. T.

Figl et al. (2020) Model Representation Ans. T.

Winter et al. (2023) Visual layout, model structure Ans. T.

Winter et al. (2021) Model structure, textual content Ans. T.

Figl and Laue (2011) Model structure, task type Per. Dif.

Figl and Laue (2015) Model structure, task type,
modeling knowledge/
experience

Per. Dif.

Winter et al. (2022) Model structure Fix.

Wang et al. (2022) Rule integration Fix. & Sacc.

Zimoch et al. (2017) Modeling knowledge/experience,
modeling language

Fix. & Sacc.

Petrusel et al. (2016) Visual layout Fix. & Sacc.

Petrusel and Mendling (2013) Task-relevant regions in process
models

Fix. & Sacc.

Bera, Soffer, and Parsons (2019) Visual layout, modeling language,
attention & visual
associations on task-relevant
regions in process models

Fix. & Sacc.

Winter et al. (2023) Visual layout, model structure Fix. & Sacc.

Weber, Neurauter, Pinggera, Zugal, Furtner, Martini, et al. (2015) Task type Pupil

Dobesova and Malcik (2015) Task type Pupil

Winter et al. (2020) Model structure EDA
comprehension of process models (Figl, 2017). In this vein, under-
standability was perceived as a theoretical construct and was oper-
ationalized using different measures (cf. overview of representative
studies in Table 3). Based on Figl’s literature review findings (details
in supplementary material of Figl, 2017), the majority of the stud-
ies have deployed performance measures such as answer correctness,
e.g., (Mendling & Strembeck, 2008; Reijers & Mendling, 2010) and
Sánchez-González et al. (2010), answering time, e.g., Bera (2012),
Sánchez-González et al. (2010) and perceived difficulty, e.g., Figl and
Laue (2011, 2015). Besides, fewer studies have used behavioral mea-
sures based on fixations and saccades, e.g., Bera et al. (2019), Petrusel
and Mendling (2013), Petrusel et al. (2016), Wang et al. (2022), Winter
et al. (2023, 2022) and Zimoch et al. (2017). As for physiological
measures, pupillary response analysis has been suggested in a handful
of studies, e.g., (Dobesova & Malcik, 2015) and Weber et al. (2015).
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However, only one notable study reports practical insights about the
use of pupillary data in experiments (Dobesova & Malcik, 2015). For
the EDA analysis, to the best of our knowledge, the only study in this
direction (Winter et al., 2020) investigates whether the comprehension
of process models with complex structure leads to an increased EDA.

The aforementioned operationalizations of understandability over-
lap to a large extent with the measures used to operationalize cognitive
load (cf. Section 2.4). In this work, we use this latter construct consid-
ering the rich body of interdisciplinary research spanning over several
decades of theoretical and empirical studies (Sweller et al., 2011). Nev-
ertheless, through our multi-modal approach, we cover the common
understandability measures (i.e., answer correctness, time, perceived
difficulty) in addition to several behavioral and physiological mea-
sures which have remained largely unexplored in the process modeling
literature so far.
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3.4. Own contributions

Our work contributes to the state-of-the-art literature from different
angles. Firstly, we address the lack of metrics capturing the complexity
of declarative process models (i.e., highlighted in Section 3.2) through
a metric suite capturing different model proprieties. We also validate
our suite of metrics empirically and thus extend the body of exist-
ing research with new insights on how different declarative model
properties affect users’ cognitive load. In turn, this empirical valida-
tion paves the road for the development of new declarative process
modeling guidelines, enriching the limited set of existing guidelines
(i.e., highlighted in Section 3.1) and contributing to the design of
declarative models with enhanced quality. Besides, the multi-modal
approach supporting our empirical validation benefits from the existing
insights on the applicability of existing measures, used to investi-
gate the understandability of process models. Moreover, we propose
a more comprehensive combination of measures (i.e. compared to the
literature in Section 3.3) providing a multi-perspective view of users’
cognitive load when engaging with declarative process models.

4. Metrics for declarative process models

The literature comprises large collections of complexity metrics (cf.
Section 3.2). However, the majority of these metrics were tailored
for imperative process models (Cardoso et al., 2006; Gruhn & Laue,
2007; Latva-Koivisto, 2001; Mendling, 2007; Reijers, 2003; Reijers &
Vanderfeesten, 2004; Sa et al., 2012), while only a few attempts have
been made for their declarative counterparts (Marin et al., 2015). Still,
the metrics proposed for imperative process models capture proprieties
(e.g., size, cyclicity, concurrency, density, separability, connector het-
erogeneity), which could be relevant to measure for declarative process
models as well. This in turn, raises questions on the applicability and
adaptability of existing metrics to declarative process models.

The body of existing complexity metrics can be divided into two
branches. The first branch focuses on the sequence-flow explicitly
depicted in imperative process models (e.g., cyclicity, concurrency met-
rics Mendling, 2007). These metrics are not applicable to declarative
models as they do not represent the process sequence-flow explicitly.
The second part captures the graph structure proprieties of the model.
Since both imperative and declarative models are based on graphs,
graph-based metrics like size, density, separability and connector het-
erogeneity (Mendling, 2007) can in principle apply to both imperative
and declarative models. However, only the size metric can be directly
adopted, while for the other metrics, adaptations are needed to account
for the differences between the two paradigms. Unlike imperative mod-
els, their declarative counterparts can be divided into weakly connected
graph components. As mentioned in Section 2.1, these components
denote blocks of activities that can be executed with no influence from
the activities within the other components of the graph.

In the following, we address RQ1 (cf. Section 1). Based on the
metrics in the Mendling suite (Mendling, 2007), we formally define our
new variants while taking into account the particularity of weakly con-
nected graph components in declarative process models. Additionally,
we provide an example to illustrate the computation of the new metrics.

In the subsequent definitions, for a Graph 𝐺, 𝐴𝐺 denotes its set of
nodes (i.e., activities), while 𝐶𝐺 denotes its set of constraints. We use
𝑋| to refer to the cardinality of a set 𝑋.

ize Metric. This metric originates from LOC which was first in-
roduced in software engineering and transferred to process model-
ng (Cardoso et al., 2006; Marin, 2017; Mendling, 2007). For imperative
odels, size denotes the number of nodes in the model (Mendling,
007). Similarly, we define the size of a declarative process model
epresented as a graph 𝐺 to be the sum of its activities and constraints:
7

𝑖𝑧𝑒(𝐺) = |𝐴𝐺| + |𝐶𝐺|
Density Metric. This metric can be attributed to the graph theory, but
it has been also used in the process modeling literature (Mendling,
2007). Notably, for imperative process models, density was opera-
tionalized as the number of arcs over the number of nodes in the
model (Mendling, 2007). Given that a declarative process model is not
necessarily fully connected but can rather span over multiple weakly
connected graph components, we define density as the maximum num-
ber constraints over the number of activities in the weakly connected
components of the graph (cf. Section 2.2). Let the set of weakly con-
nected components of 𝐺: {𝑐1,… , 𝑐𝑛} be 𝐶𝑜𝑚𝑝(𝐺) and the activities and
constraints in the weakly connected component 𝑐 ∈ 𝐶𝑜𝑚𝑝(𝐺) be 𝐴𝑐 and
𝐶𝑐 respectively, then Graph 𝐺 has the following density:

𝐷𝑒𝑛𝑠𝑖𝑡𝑦(𝐺) = max
𝑐∈𝐶𝑜𝑚𝑝(𝐺)

|𝐶𝑐 |

|𝐴𝑐 |

Separability Metric. This metric relates to the concept of cohesion used
in both software engineering and process modeling to capture the com-
plexity of software artifacts (Mendling, 2007). Notably, for imperative
process models, separability was defined as the number of cut vertices
over the number of nodes in the model (Mendling, 2007). Since a
declarative process model is not necessarily fully connected, we replace
the notion of cut vertices with weakly connected components. Hence,
we define the separability of a declarative process model, represented
as a graph 𝐺, to be the number of weakly connected components over
the number of activities and constraints in the model. We can formulate
this definition as follows:

𝑆𝑒𝑝𝑎𝑟𝑎𝑏𝑖𝑙𝑖𝑡𝑦(𝐺) =
|𝐶𝑜𝑚𝑝(𝐺)|
|𝐴𝐺| + |𝐶𝐺|

Constraint Variability Metric. This metric relates to Shannon en-
tropy which captures uncertainty and randomness in the data (Shan-
non, 1948). In imperative process modeling, connector heterogene-
ity (Mendling, 2007) was defined as the entropy over the connector
types incorporated in the model (Mendling, 2007). When it comes to
declarative modeling, for more preciseness, we interchange the term
‘‘connector heterogeneity’’ with ‘‘constraint variability’’. In addition, we
update the existing definition to incorporate the specificity of weakly
connected components in declarative models. Hence, we define the
constraint variability of a declarative process model represented as a
graph 𝐺 to be the maximum entropy over the different constraint types
(cf. Section 2.1) in the components of the model.

Let  be the set of the different types of constraints in a declarative
language (e.g., for a DCR graph,  = {𝚘, 𝚖, 𝚒, 𝚎, 𝚛, 𝚗} with 𝚘 for condi-
tions, 𝚖 for milestones, 𝚒 for includes, 𝚎 for excludes, 𝚛 for responses, 𝚗
for no-responses). Also, let 𝑐 be the set containing the different types
of constraints within a component 𝑐 (i.e., in the graph 𝐺) and let 𝐶 𝑡

𝑐 be
the constraints of type 𝑡 in component 𝑐. Then, the relative frequency
𝑝 is:

𝑝(𝑐, 𝑡) =

⎧

⎪

⎨

⎪

⎩

|𝐶 𝑡
𝑐 |

|𝐶𝑐 |
if |𝐶𝑐 | > 0

0 otherwise

The entropy, in turn, is defined as the negative sum over the number
of constraint types of 𝑝(𝑐, 𝑡) ⋅ log

| |

(𝑝(𝑐, 𝑡)). Note that the base of the log
function should match the number of constraints types in the language
(similar to Mendling, 2007).

𝐶𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑡𝑉 𝑎𝑟𝑖𝑎𝑏𝑖𝑙𝑖𝑡𝑦(𝐺)

= max
𝑐∈{𝑐′ ∣𝑐′∈𝐶𝑜𝑚𝑝(𝐺)∧|𝐶𝑐′ |>0}

⎧

⎪

⎨

⎪

−
∑

𝑡∈𝑐

𝑝(𝑐, 𝑡) ⋅ log
| |

(𝑝(𝑐, 𝑡))

⎫

⎪

⎬

⎪

⎩ ⎭
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Note that this formula considers only the components with at least
one constraint.

Example. The declarative process model depicted as a DCR graph in
Fig. 1 has the following complexity: 𝑆𝑖𝑧𝑒(𝐺1) = 15, 𝐷𝑒𝑛𝑠𝑖𝑡𝑦(𝐺1) = 1.2,
𝑆𝑒𝑝𝑎𝑟𝑎𝑏𝑖𝑙𝑖𝑡𝑦(𝐺1) = 0.2, 𝐶𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑡𝑉 𝑎𝑟𝑖𝑎𝑏𝑖𝑙𝑖𝑡𝑦(𝐺1) = 1.

5. Metrics validation: Empirical study

This section presents the empirical study designed to validate our
metrics following the guidelines in Emp (2021). Section 5.1 presents the
theoretical foundations based on which we formulate our hypotheses.
Section 5.2 explains the study design. Section 5.3 summarizes the
experiment procedure. Section 5.4 outlines the data processing and
analysis approaches.

5.1. Hypotheses

Size. The number of elements in a declarative process model is likely
to influence its understandability. This assumption is based on the
cognitive load theory emphasizing the limited capacity of the human’s
working memory and thus the inability to cope with high information
intake. Such intake is likely to affect humans’ intrinsic load (Chen
et al., 2016; Sweller et al., 2011). Accordingly, we formulate the fol-
lowing hypothesis: H1: Declarative process models with increased size
yield higher intrinsic cognitive load than declarative process models
with reduced size.

Density. Increasing the ratio of constraints to activities in a model is
likely to challenge its interpretation as this would raise the coupling
between the model activities, requiring, in turn, extra checks to verify
how each activity influences the rest of activities within the model.
We conjecture that these checks would raise users’ cognitive load
considering the limited ability of declarative process models to offload
computations compared to the imperative models. Indeed, while for
imperative models the execution paths are explicitly depicted, when
it comes to their declarative counterparts, the execution paths can be
only inferred after evaluating the model constraints and the interplay
between the process activities (Zugal, 2013). Accordingly, raising the
ratio of constraints to activities would demand more mental compu-
tations and thus increased intrinsic cognitive load. Accordingly, we
formulate the following hypothesis: H2. Declarative process mod-
els with increased density yield higher intrinsic cognitive load than
declarative process models with reduced density.

Separability. Declarative process models enable activities within a
distinct weakly connected component to be executed independently,
without affecting other components. In turn, verifying the impact of
each activity on the rest of the model becomes simpler as its influence
will be bounded to the component containing it. Accordingly, the more
a model is partitioned into components, the easier it would be to
comprehend. Conversely, if the same model has fewer components,
it would be more cluttered and thus harder to interpret. This as-
sumption finds support in the concept of cognitive integration, i.e., the
process of combining information from different sources (Bera et al.,
2019). Separability can influence the intrinsic cognitive load associated
with this synthesis as the inability to isolate different parts of the
model due to the presence of many dependencies between them would
make the integration of information more difficult. Accordingly, we
formulate the following hypothesis: H3. Declarative process models
with reduced separability yield higher intrinsic cognitive load than
declarative process models with increased separability.

Constraint Variability. Using multiple constraint types in a declarative
process model is likely to hinder its comprehension. Knowing that each
type of constraints underlies a different semantics, users are required to
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remember and alternate between all these semantics before developing
a good understanding of the model at hand. This task leads to the
split attention effect where readers need to repeatedly move their
attention between various concepts or pieces of information (Chandler
& Sweller, 1992; Zugal, 2013). Such an effect can have a negative
impact on users’ intrinsic cognitive load. Accordingly, we formulate
the following hypothesis: H4. Declarative process models with in-
creased constraint variability yield higher intrinsic cognitive load than
declarative process models with reduced constraint variability.

Note that our hypotheses are framed within the context of compre-
hension tasks involving declarative process models in DCR.

5.2. Study design

This section provides an overview of the design of our study.
Section 5.2.1 introduces our research model. Section 5.2.2 describes
the used material. Section 5.2.3 provides an overview of the people
who took part in the study.

5.2.1. Research model
An overview of our research model is provided in Fig. 2. The

theoretical constructs in the treatment side are the proprieties measured
by our size, density, separability and constraint variability metrics. Each
construct (i.e., factor) comprises a ‘‘reduced level’’ and an ‘‘increased
level’’. The former factor level is translated in models with low metric
values, while the latter is translated in models with higher metric
values. On the output side, the factor levels of the treatment are
investigated with respect to their impact on cognitive load, which we
operationalize using a variety of subjective, performance, physiological
and behavioral measures as presented in Fig. 2.

We use a within-subject approach to design our experiment. Therein,
each participant is repeatedly exposed to all factor levels. Such design
supports repeated measurements as every participant provides data
points for each factor level. Moreover, unlike the between-subject
approach, the pairwise comparison of factor levels underlying our
within-subject approach allows mitigating the risks associated with
the heterogeneity of the participants and the individual differences
expected to emerge as a result of experiencing different levels of
germane cognitive load (cf. Section 2.3).

5.2.2. Material
The material used in the empirical study consists of a set of tasks.

As illustrated in Fig. 3, each task contains a DCR graph, designed
and verified for its syntax and semantic correctness within the DCR
modeling platform.3 Moreover, each task comprises a legend explaining
the core DCR concepts, and an inference question. The complexity of
the DCR graphs used in the different tasks reflects the reduced and
increased levels of the factors presented in Section 5.2.1. To ensure
that the effects we observe are caused by the elicited factor levels,
a set of confounding factors are identified and addressed during the
experiment’s design phase. Based on the guidelines and modeling prac-
tices reported in the literature (Andaloussi et al., 2020; Zimoch, Pryss,
Schobel & Reichert, 2017), we denote (a) layout as a confounding factor
with a potential effect on extraneous load and (b) modeling constructs,
(b) relation patterns and (c) domain knowledge as confounding factors
with potential effects on intrinsic and germane loads.

We address the layout factor (a) by carefully setting up the visual
representation of the models. Therein, the activities have the same
dimensions, labeling style and spacing with the other activities and
components of the model. As for edge crossing, 23 out of 24 of the
used models do not have crossing edges, the only exception is one
model where edge crossing was needed to account for the other layout
parameters while increasing the density of the model. These parameters

3 See https://www.dcrgraphs.net.

https://www.dcrgraphs.net
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Fig. 2. Research model used in the empirical study: Abbreviations: T: Theoretical construct, O: Operationalization of construct.

Fig. 3. An example of an experiment task. A higher resolution of this figure can be found at http://andaloussi.org/DeclarativeMetrics2023/Figures/taskPreview.pdf.

http://andaloussi.org/DeclarativeMetrics2023/Figures/taskPreview.pdf


Expert Systems With Applications 233 (2023) 120924A. Abbad-Andaloussi et al.
Fig. 4. Organization of Experiment Tasks. Abbreviations: Separab.: Separability, Const.: Constraint, Var.: Variability.
Fig. 5. Experiment procedure.
are detailed as part of our online appendix.4 For the modeling con-
structs (b), we limit the design of the models to the core DCR concepts
while refraining from advanced notions like contextual process data,
since they may have unwanted effects and thus confounding factors for
the experiment. Regarding the relation patterns (c), we rely solely on
the 6 core DCR relations (cf. Section 2.2) which we use individually
or in a combined manner to connect the models’ activities. Lastly,
we mitigate the influence of domain-knowledge (d) on participants’
understanding of the process by anonymizing the model activities using
random alphabet letters (similar to Pichler et al. (2011)).

The inference questions, in turn, ask the participants to provide a
valid execution trace in which all the model activities are visited only
once. Using these questions has several benefits. Indeed, it is more
difficult to guess inference questions compared to the dichotomous ones
(i.e., true or false questions). Moreover, since (1) our metrics measure
the overall complexity of process models and (2) users tend to grant
more attention to the parts relevant for answering the task compared
to the irrelevant ones (Petrusel & Mendling, 2013), it is necessary to
make the whole model relevant for the task. This approach ensures that
the tasks used in the experiment capture the overall complexity of the
model. Additionally, the used questions require checking the order in
which activities are executed as well their dependencies and mutual
influence. These aspects are crucial for understanding the control-flow
underlying declarative process models (Zugal, 2013).

As shown in Fig. 4, 24 tasks are used to investigate our hypothe-
ses. The tasks are organized into 4 sets focusing on different model
proprieties (i.e., one of the following factors: size, density, separabil-
ity, constraint variability). Each set contains 3 pairs, while each pair
contains 2 tasks with models of which the complexity is the same —
as measured by all the adapted metrics (cf. Section 4), except for the
metric capturing the factor investigated within the set. Hence, within
each pair, one task comprises a model with a reduced metric value
for the investigated factor, while the other task has a model with
an increased metric value. The grouping of tasks into pairs supports
a pairwise comparison of the investigated factor levels as it will be
explained in Section 5.4. The models together with the computed
metrics and the used layout parameters are available online.4 This
material was thoroughly examined for any potential error before being
used in the experiment.

5.2.3. Participants
Sixteen participants took part in the experiment. Their demograph-

ics are distributed as follows: 11 participants are male while 5 are
female. 10 participants are within the age range of [20–30], 5 are

4 See http://andaloussi.org/DeclarativeMetrics2023/.
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within the range of [30–40] and one participant is above 40 years old.
13 participants have a background in Computer Science while the other
3 participants have backgrounds in Mathematics, Materials Engineering
and Law respectively. With respect to their expertise in DCR graphs,
on a 7-points scale asking to rate one’s familiarity with DCR (i.e., 1
being unfamiliar with DCR to 7 being familiar with DCR), half of the
participants fell within the range of [1–4], while others were in the
range of [5–7].

5.3. Experiment procedure

The procedure used to run the experiment is illustrated in Fig. 5.
Each session begins with a familiarization with DCR, followed by a quiz
including 4 tasks on process models with different levels of complexity.
The provided answers are discussed with the participant to validate
their understanding of DCR and clarify any potential confusions. These
steps are meant to test the participant’s knowledge and ensure they
have the minimum skills to take part in the experiment. Afterward,
we administer a screening form and a demographic survey. The former
form checks whether the participant has any vision issues or uses any
equipment that can affect the collection of eye-tracking data (Holmqvist
et al., 2011), while the latter, collects demographic information and
ratings of the participant expertise in DCR graphs.

After filling out all the forms, an eye-tracking device (i.e., Tobii Pro
X3–1205) mounted on a computer screen is placed in front of the par-
ticipant. Then, a GSR device (i.e., Shimmer3 GSR6) is placed on the par-
ticipant non-dominant hand. Following existing guidelines (Holmqvist
et al., 2011; Imotions, 2017), the illumination in the lab is adjusted
to mitigate any potential effect coming from the lighting condition in
the room. Also, a calibration is conducted to ensure a correct mapping
between gaze points and the stimulus. Additionally, the participant is
asked to reduce head movements and keep the non-dominant hand still
during the data collection.

The data collection is conducted in Tobii Pro Lab.7 The tasks have
no time restriction. To tackle the learning effect originating from the
order in which questions are presented, the pairs and sets of tasks
appear in random sequences to each participant. Following each task,
a form with a Likert scale was administrated to collect the participant’s
self-assessment of perceived difficulty.

5 See https://www.tobiipro.com/product-listing/tobii-pro-x3-120/.
6 See https://www.shimmersensing.com/products/shimmer3-wireless-gsr-

sensor.
7 See https://www.tobiipro.com/siteassets/tobii-pro/user-manuals/Tobii-

Pro-Lab-User-Manual/?v=1.145.

http://andaloussi.org/DeclarativeMetrics2023/
https://www.tobiipro.com/product-listing/tobii-pro-x3-120/
https://www.shimmersensing.com/products/shimmer3-wireless-gsr-sensor
https://www.shimmersensing.com/products/shimmer3-wireless-gsr-sensor
https://www.tobiipro.com/siteassets/tobii-pro/user-manuals/Tobii-Pro-Lab-User-Manual/?v=1.145
https://www.tobiipro.com/siteassets/tobii-pro/user-manuals/Tobii-Pro-Lab-User-Manual/?v=1.145


Expert Systems With Applications 233 (2023) 120924A. Abbad-Andaloussi et al.

F

5

D
c
m
p
t
r
1
p
f

c
p
f

d
p
f

Table 4
Descriptive and inferential statistics.

H. F. Measure Descriptive Inferential

Reduced l. Increased l. p-value

N Mean SD N Mean SD

H1 Si
ze

Perceived difficulty 48 1.854 0.85 48 4.271 1.047 <.001
Answer correctness 48 1 0 48 0.833 0.377 0.006
Answering time 48 30.91 15.637 48 153.349 68.073 <.001
Low/high index of pupil activity 48 1.194 0.463 48 0.619 0.246 <.001
SCR peaks count 42 3.048 2.409 42 12.143 9.421 <.001
Total fixation duration 48 8250.854 6716.611 48 48462.583 34080.385 <.001
Fixations count 48 51.833 32.771 48 309.479 183.115 <.001
Average fixation duration 48 141.667 47.704 48 145.583 42.518 0.008
Average saccadic amplitude 41 3.165 2.011 48 2.921 1.539 0.874

H2

De
ns

ity

Perceived difficulty 48 2.396 0.765 48 3.979 1.021 <.001
Answer correctness 48 0.792 0.41 48 0.75 0.438 0.283
Answering time 48 56.583 26.326 48 122.702 85.22 <.001
Low/high index of pupil activity 48 1.022 0.401 48 0.776 0.374 <.001
SCR peaks count 42 5.762 6.525 42 9.333 9.573 <.001
Total fixation duration 48 16405.75 11274.193 48 42196.313 35436.736 <.001
Fixations count 48 107.479 61.081 48 269.229 226.095 <.001
Average fixation duration 48 141.458 37.182 48 149.167 44.023 <.001
Average saccadic amplitude 46 3.287 1.979 48 2.261 1.221 <.001

H3

Se
pa

ra
bi

lit
y

Perceived difficulty 48 3.104 1.036 48 1.563 0.681 <.001
Answer correctness 48 0.875 0.334 48 0.938 0.245 0.149
Answering time 48 88.713 48.726 48 37.903 22.141 <.001
Low/high index of pupil activity 48 0.811 0.372 48 1.176 0.413 <.001
SCR peaks count 45 6.889 7.796 45 4.422 6.305 <.001
Total fixation duration 48 28363.979 26016.1 48 9810.854 7542.482 <.001
Fixations count 48 175.354 128.799 48 64.375 40.643 <.001
Average fixation duration 48 144.708 41.697 48 140.333 39.601 0.020
Average saccadic amplitude 47 2.595 1.327 43 3.737 1.913 <.001

H4

Co
ns

t.
va

ria
bi

lit
y

Perceived difficulty 48 1.917 0.846 48 3.188 0.891 <.001
Answer correctness 48 0.938 0.245 48 0.708 0.459 0.002
Answering time 48 52.109 28.598 48 84.663 42.157 <.001
Low/high index of pupil activity 48 1.085 0.427 48 0.858 0.378 0.002
SCR peaks count 45 4.378 5.019 45 7.133 9.034 <.001
Total fixation duration 48 15205.125 12801.744 48 26676.938 21083.915 <.001
Fixations count 48 98.792 69.757 48 169.25 111.037 <.001
Average fixation duration 48 138.854 39.394 48 143.75 38.198 0.008
Average saccadic amplitude 40 4.218 1.97 47 2.915 1.693 <.001

Notes: 𝑝 < 0.05 informs that the pairwise difference of means between the two factor levels is significant. Abbreviations: Const.: Constraint. SD: Standard deviation. H.: Hypothesis,
.:Factor, l.: Level. Means Units: answering time: second, total fixations duration and average fixation duration: millisecond, average saccadic amplitude: visual degree.
.4. Data processing and analysis

ata Processing. The data collected during the experiment were pro-
essed to extract the cognitive load measures shown in Fig. 2. These
easures were computed at the level of each individual trial (i.e., a
articipant performing a task). Similar to Müller and Fritz (2016),
he self-assessment of perceived difficulty was derived from participants’
antings’ of perceived difficulty based on a 6-point Likert scale (with

being very easy to 6 being very difficult). The total number of
articipants resulted in 48 data points for each level of the investigated
actors.

Answer correctness was defined as a binary score reflecting the
orrectness of the traces given by the participants. The total number of
articipants resulted in 48 data points for each level of the investigated
actors.

Answering time was computed from the time interval separating the
isplay of the task to the submission of the answer. The total number of
articipants resulted in 48 data points for each level of the investigated
actors.

The low/high index of pupil activity was derived following the ap-
proach introduced in Duchowski et al. (2020). The approach, in a
nutshell, computes the mean pupil diameter of the left and right eyes
and relies on a wavelet decomposition to compute the ratio of low over
high frequencies of pupil oscillations. The total number of participants
resulted in 48 data points for each level of the investigated factors.
11
The SCR peaks count was computed using the SCR algorithm in Tobii
Pro Lab,7 which identifies and counts the number of peaks in the EDA
signal. EDA was recorded from all the participants. However, a device
failure occurred in a few trials. Hence, the total number of participants
resulted in 42–45 data points for each level of the investigated factors
(cf. Table 4).

The fixation and saccade-based measures, cover the total fixations
duration, fixations count, average fixation duration, and average saccadic
amplitude. These measures were computed using the ‘‘Tobii I-VT (fix-
ation)’’ gaze filter implemented in Tobii Pro-lab.7 The filter uses an
eye-movement velocity threshold to discern fixations, saccades and
their characteristics from the gaze data (Holmqvist et al., 2011). In
our study, we derived the total fixations duration, fixations count and
average fixation duration at the level of each individual trial (providing
48 data points per each measure/factor level), while we could not com-
pute the average saccadic amplitude for all the trials as some of them
did not comprise enough data points. The total number of participants
resulted in 40–48 data points for each level of the investigated factors
(cf. Table 4).

Data Analysis. During the analysis, descriptive statistics were com-
puted for the reduced and increased levels of the size, density, sepa-
rability and constraint variability factors. The results are presented on
the left side of Table 4. Moreover, inferential tests were performed to
validate our hypotheses. Therein, following a pairwise approach, the

data points belonging to each factor level were compared across all
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the used cognitive load measures (cf. Fig. 2). In total, we analyzed 36
paired data samples (4 factors × 9 measures) using the Wilcoxon signed-
ank Test (single-tailed following the hypotheses formulation). We used
his test for its general applicability to paired samples and its non-
arametric nature obviating the requirement for normally distributed
ata. The results of the inferential tests are shown on the right side of
able 4.

. Findings and discussion

This section summarizes the results of the descriptive and inferential
tatistics used to verify our hypotheses (cf. Section 6.1). In addition, it
rovides an overarching discussion comparing our findings with those
n the literature and emphasizing their implication on future research,
ractice and educational settings (cf. Section 6.2).

.1. Findings

The findings presented in this section address RQ2 (cf. Section 1).
The left side of Table 4 summarizes the descriptive statistics corre-
sponding to the mean and standard deviation values of the reduced
and increased factor levels investigated in the experiment (cf. Sec-
tion 5.2.1). Overall the descriptive statistics show that when answering
comprehension tasks incorporating models of increased size, increased
ensity, increased constraint variability or reduced separability, the partici-
ants had higher perceived difficulty, answering time, SCR peaks count,
otal fixation duration, fixation count and average fixation duration.
oreover, they had lower answer correctness, low/high index of pupil

ctivity and average saccadic amplitude. Based on the background
rovided in Section 2.4, the trends of all these measures suggest an
ncrease in cognitive load.

The inferential statistics shown on the right side of Table 4 confirm
his insight. Hypothesis H1 (i.e., the influence of the size property on
ntrinsic cognitive load) is confirmed by all the measures except the av-
rage saccadic amplitude (𝑝 = 0.874). Hypothesis H2 (i.e., the influence

of the density property on intrinsic cognitive load) is confirmed by all
the measures except the answer correctness (𝑝 = 0.283). Hypothesis H3
i.e., the influence of the separability property on intrinsic cognitive
oad) is confirmed by all the measures except the answer correctness
𝑝 = 0.149). Hypothesis H4 (i.e., the influence of the constraint vari-
bility property on intrinsic cognitive load) is confirmed by all the
easures.

.2. Discussion

Overall, 33 out of 36 inferential tests support our hypotheses (cf. Ta-
le 4), which in turn show the effect of the model proprieties captured
y our metrics on intrinsic cognitive load. Nevertheless, a few cognitive
oad measures could not support this conjecture. Namely, we could
ot show that model size has an effect on the participants’ average
accadic amplitude. Also, we were unable to demonstrate the influence
f density and separability on answer correctness. These findings are
pen to many interpretations. On the influence of model size on the
verage saccadic amplitude (i.e., part of H1), the models with increased
ize did not cause a shrink in the participants’ visual field, which, in
urn, manifested in large saccades with amplitudes similar to those
ccurring when engaging with models of reduced size. As mentioned
n Section 2.4, our visual field shrinks when the information exposed
ithin that field exceeds the limits of what we can process in real-

ime (Mackworth, 1965; May et al., 1990). This effect might not have
appened because, at a local level, large models do not incorporate
omplex semantics (e.g., compared with dense models). Following this
nsight, one could speculate that when dealing with a large model,
he local complexity of its semantics does not cause as much burden
s the high amount of information that accumulates when trying to
omprehend the model as a whole.
12
As for the influence of density on the answer correctness (i.e., part
f H2), due to the absence of time restrictions when solving the given
asks, participants might have used enough time to cope with tasks
nvolving dense models and thus provide correct answers regardless of
heir difficulty. This proposition finds evidence in the inferential tests
eporting a significant difference in answering time when comparing
asks with reduced and increased densities (cf. Table 4). This difference
s also visible in the descriptive statistics showing that participants
pent twice as much time in models with increased density compared
o those with reduced density.

The unclear influence of model separability on the answer cor-
ectness (i.e., part of H3) could be explained by the ceiling effect,

occurring with high answering scores, leading to no significant differ-
ence between the investigated factor levels (Vogt & Johnson, 2011).
This effect was also reported in a study investigating users’ performance
when engaging with process models (Zugal, 2013). In our context,
the participants unexpectedly scored well on the tasks comprising
complex process models having reduced separability (average answer
correctness=0.875, cf. Table 4). This score is also the highest com-
pared with the average answer correctness associated with the other
complex models having increased size, density or constraint variability.
Nevertheless, the other inferential tests in relation with H3 confirm
that reduced separability in declarative process models is still causing
an increased difficulty, longer response time and is associated with
several physiological and behavioral effects suggesting an increase of
intrinsic cognitive load. This discrepancy could indicate that although
the intrinsic cognitive load of the participants was high, it was still
below the threshold of cognitive overload, which, in turn, did not
affect the correctness of their answers. This proposition is supported by
the authors in Veltman and Jansen (2005), who posit that despite an
increase in cognitive load, users can maintain a constant performance
as long as they put more effort to compensate for the high workload
and do not attain cognitive overload.

The literature evaluates a wide array of metrics capturing model
proprieties that are similar to those investigated in this work. With
regard to the size metric, our findings line up with the results reported
in Sánchez-González et al. (2010) where the size of BPMN models was
associated with answer correctness and answering time. Conversely,
our findings differ from those reported in Mendling and Strembeck
(2008) as the authors could not correlate the size of EPC models and
answer correctness. With regard to the density metric, our findings in-
tersect with those reported in Sánchez-González et al. (2010) where the
density of BPMN models was associated with answering time (Sánchez-
González et al., 2010). Concerning the separability metric, our findings
are similar to those reported in Figl and Laue (2011), Sánchez-González
et al. (2010), where the effect of separability (e.g., in BPMN and EPC
models) on answer correctness (Figl & Laue, 2011; Sánchez-González
et al., 2010) could not be shown. This effect was nonetheless found
in other studies (Mendling & Strembeck, 2008). For the constraint
variability metric, similar to our findings, the authors in Sánchez-
González et al. (2010) associated the underlying model property with
answering time and answer correctness on BPMN models. Conversely,
the authors in Mendling and Strembeck (2008), Reijers and Mendling
(2010) could not link that property with answer correctness on EPC
models.

The disparities between our results and the literature findings could
be attributed to different factors, in particular, the difference of lan-
guages (e.g., BPMN, EPC, DCR), language paradigm (i.e., declarative,
imperative) and the operationalization of the metrics. The design of
the experiments and the analysis approaches could be other reasons
for these differences. While the majority of the papers test the metrics
altogether and use correlation analyses between the investigated com-
plexity metrics and measures such as answer correctness, answering
time and perceived difficulty, our study treats the model proprieties

captured by each metric separately. Lastly, the used material could be
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another cause for such differences not only between our study and the
others but also among the other studies themselves.

Implications. The outcome of this work has implications on fu-
ture research, practice and educational settings. Regarding research,
our metrics serve to assess the quality of declarative process models
and can be used to enhance existing declarative process mining al-
gorithms (Slaats, 2020) as well as provide heuristics to improve the
automatic discovery of low-complexity process models from event logs.
Moreover, considering our multi-modal approach and the continuous
nature of the measures used in the empirical study, the ability to
consistently monitor cognitive load from different angles opens up for a
new class of experiments with the potential to pinpoint both where and
when cognitive load occurs. This is because fixations have spatial coor-
dinates which can be linked to specific constructs of the process model.
The same fixations can be investigated from a temporal perspective and
thus be also linked with physiological events related to pupil dilation
and EDA (e.g., operationalized through low/high index of pupillary
activity and SCR peaks count). Hence, it might be possible to isolate any
single construct of the process model and study the associated cognitive
load. A handful of attempts have been reported in this direction within
the software engineering field (Fakhoury, Roy, Ma, Arnaoudova, &
Adesope, 2020; Hijazi, Couceiro, Castelhano, De Carvalho, Castelo-
Branco, & Madeira, 2021), which in turn, demonstrate the viability of
this approach and motivates its adaptation in the process modeling field
for a more fine-grained analysis of modelers cognitive load.

With regard to practice, tool vendors can implement our metrics to
deliver new intelligent modeling platforms, automating the evaluation
of declarative process models at design time. Such an evaluation can
tell how complex is a process model and provide indications about
the workload and expertise levels required to maintain it. Additionally,
given the continuous nature of the used measurements, with further
development, one can investigate their ability to be used in online
settings in the form of a tool-support that can detect and enact to high
cognitive load during process modeling or comprehension tasks.

Education is also an important direction where our work could have
implications. Similar to the existing imperative process modeling guide-
lines (e.g., Mendling et al., 2010), a new compendium of declarative
process modeling guidelines can be derived based on our empirical
findings. At a high level, modelers should always aim at reducing the
size, density and constraint variability of declarative models, while
increasing their separability. At an operational level, several recom-
mendations can be formulated. For instance, modelers should keep in
mind, the key principle behind declarative modeling that is to avoid
a sequence-flow design and rather focus on the constraints guiding
the overall process behavior. Besides supporting more flexibility, this
guideline will result in models with fewer constraints, which in turn
would reduce their density. Moreover, modelers should use a proper
decomposition approach to divide the process specifications into dis-
tinct components or totally separate models. The former advice would
increase the separability of the model, while the latter would reduce its
size. As for our multi-modal approach, with further development, there
might be room for transferring its research and practical implications
to educational settings by developing novel tools supporting e-learning
through cognitive load measures that can pinpoint where and when
learners are challenged. This in turn, can help instructors to adjust the
learning pace and the material.

7. Threats to validity

The following paragraphs discuss the aspects threatening the va-
lidity of our empirical study. We organize these aspects following the
classification proposed in Wohlin, Runeson, Höst, Ohlsson, Regnell, and
Wesslén (2012).

Internal Validity. The causality between the treatment and output
13

variables can be threatened when the data is collected in uncontrolled
environments or no clear instructions are provided to the participants.
In our empirical study, we mitigated this threat by controlling the fac-
tors susceptible to bias the results of our experiment and instructing the
participants following a clear and uniform protocol. The study design
(i.e., models, tasks, participants) could also underlie some threats to
internal validity. The DCR models used in the experiment were de-
signed following the metrics defined in Section 4 to accurately capture
the associated model properties. The concrete metric values for each of
these models can be found in the appendix referred to in Section 5.2.2.
Moreover, a set of model-related confounding factors were defined and
addressed to further support the internal validity of our experiment
(cf. Section 5.2.2). Nonetheless, in 1 out of the 24 used models, we
experienced edge crossing as a result of increased density. To alleviate
potential biases in the selection of process models, we have used three
model replicates for each factor level to ensure that the observed effects
are consistent across different models. Since the DCR models were
designed and verified using the DCR modeling platform, we can ensure
that they have no syntax or semantic errors. with regards to the used
tasks, the associated comprehension questions were formulated with
the same words to mitigate any task-related confounding factor. As for
the participants, we provided a uniform familiarization ensuring that
all participants (regardless of their expertise) have the minimum set of
skills required to take part in the data collection. Moreover, we adopted
a within-subject design to further mitigate the effect of participants’
expertise on the obtained results. Furthermore, we randomized the
sequences in which the tasks were displayed to the participants to
mitigate the learning effect.

External Validity. Since the process models used in the empirical study
were represented as DCR graphs, we may not have strong evidence to
generalize our findings to other languages. However, it is clear that
DCR has several synergies with other declarative languages such as
Declare (Pesic et al., 2007) and thus it is plausible that our findings
would apply to them too. Moreover, as we have focused only on
the core notation of DCR, there might be limitations when trying to
generalize our findings to models with advanced concepts. We focused
on the core notation of DCR to avoid any potential confounding factors
emerging from the use of other advanced concepts. Furthermore, the
anonymization of activities using random letters of the alphabet may
not reflect the way process models are represented in the real-world.
However, we justify our design decision by the need to mitigate the
effect of domain knowledge which we could have faced if we used
domain-dependent models. When it comes to the design of our tasks,
we acknowledge that our question type is not unique as users might
be asked to extract different information from process models during
comprehension tasks. However, the used question type require users
to perform a set of checks to understand the order, the dependencies
and the influence of the model activities on each other. These checks
remain crucial when trying to interpret the control-flow of most process
models (Zugal, 2013). Last but not the least, since we have collected
the data in a laboratory environment, there is still need to verify our
findings in industrial settings.

Construct Validity. The mono-method bias can threaten the gen-
eralization of the findings to the theories and concepts of the lit-
erature (Wohlin et al., 2012). To tackle this limitation, we used a
multi-modal approach ensuring that our hypotheses can be verified
using different measures.

Conclusion Validity. A threat to validity in this vein could be asso-
ciated with our sample size. Nonetheless, our range is common in em-
pirical studies deploying physiological or behavioral measures (Gulden,
Burattin, Andaloussi, & Weber, 2019; Winter et al., 2020). Moreover,
we have used a within-subject design with repeated measurements,
allowing us to obtain from 40 to 48 data points per factor level
(cf. Table 4). Furthermore, we may not be able to provide general
statements about how complex is a declarative process model because
the proposed metrics capture only a part of the possible complexity
aspects.
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8. Conclusion and future work

Size, density, separability and constraint variability are model pro-
prieties that we have operationalized in this work into complexity
metrics for declarative process models and investigated empirically
in a controlled experiment. The findings demonstrate the impact of
these model proprieties on cognitive load. Overall, this work advances
the state-of-the-art literature, being the first to propose empirically
validated metrics to measure the complexity of process models in the
declarative paradigm and the first to use a comprehensive multi-modal
approach to measure cognitive load in the process modeling literature.

There are several directions for future work. Tool vendors can im-
plement our metrics in their modeling tools. However, it is important to
consider a number of challenges and limitations in that regard and in-
vestigate how they can be mitigated. Notably, from an implementation
point of view, although our complexity metrics are formally defined
(cf. Section 4), integrating them into existing modeling tools might not
be trivial as each tool has its own Application Programming Interfaces
(i.e., APIs) and plugin architecture. From a user point of view, while
our complexity metrics capture relevant properties of process models,
as mentioned in Section 7, there is no guarantee that these metrics
capture all possible angles of process complexity. Hence, users should
not rely solely on them nor aim at over-optimizing them at the cost of
other potentially important quality aspects.

Besides, large-scale studies (e.g., in classrooms, companies) involv-
ing comprehension, modeling and maintenance tasks on declarative
process models other than DCR graphs can be performed to further
investigate our metrics. Last but not least, the proposed multi-modal
approach can be further exploited to provide a more fine-grained
assessment of cognitive load showing exactly what constructs and
modeling patterns are challenging the understanding of declarative
models.
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