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Abstract. Business Process Management is concerned with process-
related artefacts such as informal specifications, formal models, and event
logs. Often, these process-related artefacts may be affected by ambiguity,
which may lead to misunderstandings, modelling errors, non-conformance,
and incorrect interpretations. To date, a comprehensive and systematic
analysis of ambiguity in process-related artefacts is still missing. Here,
following a systematic development process with strict adherence to es-
tablished guidelines, we propose a taxonomy of ambiguity, identifying a
set of concrete ambiguity types related to these process-related artefacts.
The proposed taxonomy and ambiguity types help to detect the presence
of ambiguity in process-related artefacts, paving the road for improved
processes. We validate the taxonomy with external process experts.
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1 Introduction

The Business Process Management (BPM) lifecycle iterates through a number of
phases, each operating on different representations of a process. These represen-
tations include informal process specifications, formal process models, and event
logs [15]; hereinafter, we refer to them as process-related artefacts. The presence
of ambiguity in these process-related artefacts, however, might undermine the
success of the BPM initiative these artefacts are part of [1].

According to the Cambridge dictionary4, ambiguity is “a situation or state-
ment that is unclear because it can be understood in more than one way”. In the
context of software, authors in [13] relate ambiguity to the existence of multiple
possible interpretations (e.g., of a software requirements specification). In the
context of BPM, ambiguity is a quality issue (cf. [27]) that can be found in
various process-related artefacts, namely informal specifications, formal models,
4 https://dictionary.cambridge.org/dictionary/english/ambiguity
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and event logs, yielding multiple artefact interpretations. Nevertheless, some-
times ambiguity may be the result of a deliberate choice to allow multiple in-
terpretations, for instance, to avoid overly complicated models, or to guarantee
flexibility in the application of rules and principles in legal systems, or to facil-
itate explorative BPM initiatives [20,24,39]. Here, we regard a process-related
artefact as ambiguous if it admits multiple interpretations, and regard ambiguity
as an artefact characteristic making it ambiguous. Ambiguity has high relevance
in BPM; surprisingly enough, it has received only marginal attention to date.

Prior works studied ambiguity in the aforementioned process-related artefacts
to some extent: [4] analysed it in user stories used to elicit process requirements,
while [1,43] studied it in textual process descriptions. Ambiguity emerging when
comparing a process model against its specification was studied in [5]. Authors
analysed the manifestation of ambiguity in event logs in the form of uncertainty
in [35] and of imperfection patterns in [44]. These previous works acknowledged
the presence of ambiguity in process-related artefacts; however, they focused
on some particular manifestation of ambiguity, such as linguistic ambiguity in
textual process descriptions in [1], and lack a comprehensive and systematic
analysis of ambiguity in relation to the different process-related artefacts.

The goal of this work is to reach a first characterisation of ambiguity. From a
conceptual standpoint, this characterisation helps to better understand the no-
tion of ambiguity in process-related artefacts and expose its relation with these
artefacts. From an operational standpoint, the characterisation indicates process
designers and analysts where to look for the presence of which forms of ambiguity
in relation to the specific artefact. The main advantage is that it becomes easier
to detect the presence of ambiguity in the artefacts, pinpointing potential mis-
understandings, modelling errors, non-conformance, incorrect interpretations, as
well as the risk of cascading ambiguities across the BPM lifecycle. It also be-
comes possible to systematically define general remedies rather than remedies
specific to particular manifestations of ambiguity, which prior works do (cf. [4]).

Here, we address two research questions: RQ1: Where and in what form might
ambiguity emerge in process-related artefacts? RQ2: What are potential causal
relations between ambiguities observed in different process-related artefacts?

To answer RQ1, we propose a characterisation of ambiguity in the form of
a taxonomy, whose purpose is to identify where specific ambiguity types may
emerge in process-related artefacts. The taxonomy was built with a rigorous
adherence to the taxonomy development guidelines for Information Systems re-
search following the Design Science Research paradigm proposed in [29] and was
evaluated by BPM experts. To answer RQ2, we present a relational characteri-
sation of ambiguity across various process-related artefacts in the BPM lifecycle,
highlighting potential causal relations. Our results enable further studies more
focused on specific ambiguity types and on developing disambiguation strategies.

In Section 2, we establish the scope of our study revising process-related
artefacts; in Sect. 3, we present the methodology and the resulting ambiguity
characterisation; in Sect. 4, we report on the evaluation; in Sect. 5, we discuss
implications; in Sect. 6, we discuss related work; Sect. 7 concludes the paper.
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2 Process-Related Artefacts

We contextualise our study of ambiguity in the process-related artefacts describ-
ing processes managed in the BPM lifecycle. The BPM lifecycle is composed of
the phases of process identification, process discovery, process analysis, process
redesign, process implementation, and process monitoring and controlling [15].
We recall the artefacts describing a process usually associated with these phases
on which we focus: informal specifications, formal models, and event logs [15].

Typically, a number of artefacts describing (fragments of) a process, data,
requirements, key performance indicators, and goals are involved in the identi-
fication, discovery, and analysis phases [15]. Some of these artefacts might be
preexisting; others might be produced in these phases, e.g., as the outcome of
a workshop. Due to heterogeneity in sources, viewpoints, concerns, and formats
and despite reconciliation efforts, these artefacts might exhibit ambiguity [25];
however, they are out of the scope of this study, since they are not a process
description. Nevertheless, from these artefacts, analysts may distil an informal
process specification in natural language (cf. [15]), which, as we study here, is
an artefact potentially exhibiting ambiguity, too [1,7]. Extending the definition
in [13], we call an informal process specification ambiguous if it admits multiple
alternative interpretations in the form of process models, each model being con-
sistent with the specification but mutually incompatible with any other model.

To facilitate communication or as a result of automated discovery techniques,
an outcome of the aforementioned phases may also be a formal process model,
represented in a formal language (e.g., Business Process Model and Notation,
BPMN [2]). A formal process model is also the outcome of the phases of the
process (re-)design and implementation [15]. These phases are concerned with
enabling the enactment of the process, hence the resulting executable formal
model may include additional information to support deployment to and execu-
tion by a BPM system (BPMS) [45]. As prior work indicates, ambiguity might
emerge also in formal process models [36]. We say that a formal process model
is ambiguous if elements in one or more of its perspectives can be interpreted in
more than one way, also regarding the operational semantics [12]. For an exam-
ple found in a publicly available process dataset, a gateway with a non-exclusive
condition followed by activities whose labels indicate mutual exclusion can be
interpreted in several ways, as confirmed by the evaluation reported in Section 4.

The lifecycle phase of process monitoring and controlling is related to the en-
actment of process model instances; it refers to tasks of analysis of data describ-
ing these enactments such as conformance checking [11]. The phase of process
discovery may also analyse these data with automated approaches for process
mining [15]. Typically, these tasks are performed on event logs, i.e., collections
of timestamped events that occurred in the process enactments. In Sect. 3, we
will show that also event logs might exhibit ambiguity. We say that an event
log is ambiguous if it admits multiple interpretations of how the process enact-
ment unfolded. For an example used in the evaluation, an event log may lead to
different interpretations if the event timestamps have a too-coarse granularity,
admitting multiple possible orderings of events, assuming an unordered log.
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3 Characterisation of Ambiguity

3.1 Methodology

In order to reach a characterisation of ambiguity fostering an understanding of
its relation with process-related artefacts, we developed a taxonomy of ambigu-
ity following the principles of Design Science Research (DSR). Such an endeav-
our requires a sound and rigorous methodological approach, hence we selected
the taxonomy development guidelines in Information Systems research recently
proposed in [29], which revise and extend the well-known and widely adopted
ones originally proposed in [34], as the methodological framework for our work.
Accordingly, we followed an iterative development process, which started by es-
tablishing the following definitions as prescribed by the guidelines:

Observed phenomenon: Ambiguities in BPM have been investigated by
previous research works, however, each focuses on some specific ambiguity man-
ifestation without a systematic analysis. Thus, a structured characterisation of
ambiguity is missing. This characterisation has the potential of building a com-
mon understanding of ambiguity and supporting the further development of
strategies for managing ambiguities in BPM.

Taxonomy purposes: Here, we propose a characterisation of ambiguity
in the form of a taxonomy whose purposes are: (i) to shed light on various
possible types of ambiguity that might affect informal process specifications,
formal models, and event logs; (ii) to support the detection and identification of
these types of ambiguity in process-related artefacts in BPM.

Target user groups: We expect that process designers and process analysts
will benefit from the proposed taxonomy by gaining a clearer understanding
of which types of ambiguity emerge in various process-related artefacts, which
inter-dependencies exist between these ambiguity types, and which particular
elements they affect. In turn, this might help to define type-specific strategies
for managing ambiguities during BPM tasks such as modelling, conformance
checking, and process discovery.

Meta-characteristic: Defining the meta-characteristic is crucial for taxon-
omy development since it is the most comprehensive characteristic supporting
the identification of characteristics and dimensions, which reflect the taxonomy
purpose [29]. With our study, we aim at identifying potential sources of ambigu-
ity in process-related artefacts, i.e., where ambiguity might be observed. Thus,
we defined the source of ambiguity as the meta-characteristic of the proposed
taxonomy. Our choice is motivated by the stance that for properly dealing with
ambiguity it is essential to know where it might emerge.

Building approach: Following [29], two non-mutually exclusive taxonomy
building approaches exist: empirical-to-conceptual and conceptual-to-empirical.
The former is more suitable when the taxonomy designers have limited domain
knowledge, but have a large number of concrete cases to analyse and abstract
from. The latter is more suitable when the taxonomy designers are knowledge-
able in the taxonomy domain and do not require a large number of concrete cases
to analyse; concrete cases can be used to validate the taxonomy. Based on the six
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authors’ expertise in the BPM domain, the proposed taxonomy was constructed
following a conceptual-to-empirical approach for most iterations, with interme-
diate empirical-to-conceptual iterations to validate newly introduced concepts.
Publicly available collections of process-related artefacts were used for these
empirical-to-conceptual iterations, as well as for the evaluation (cf. Section 4).

Ending conditions: The guidelines in [29] define both objective and sub-
jective ending conditions, which collectively establish the completion of the tax-
onomy development process. According to the guidelines, objective ending con-
ditions state that the taxonomy encodes a mutually exclusive and collectively
exhaustive classification and that stability (a fixpoint) is reached within the de-
velopment iterations. Subjective ending conditions state that the taxonomy is
concise, robust, comprehensive, extendable, and explanatory.

Evaluation goals: After meeting the ending conditions (end of the devel-
opment phase), an evaluation should be performed with the goal of determining
the usefulness of the taxonomy. The taxonomy should clearly describe ambiguity
for the target users, and it should facilitate the identification of ambiguity types
in concrete use cases. We will report on the evaluation in Sect. 4.

The proposed taxonomy was reached after 8 iterations (cf. [18]), each of which
incrementally refined the taxonomy. Each iteration involved and was evaluated
by different, disjoint subsets of the authors. The iterative process ended when it
was ultimately agreed by all authors that no structural or terminological changes
were required anymore and that the subjective ending conditions were met.

3.2 Ambiguity Taxonomy

The taxonomy development process resulted in the taxonomy shown in Figure 1.
In line with the discussion in Sect. 2, we identify three main classes of artefacts
in which ambiguity might emerge and which correspond to the first level of the
taxonomy. The first class of artefacts is that of unstructured representations
of a process, such as requirements documents, laws, guidelines, and informal
specifications in natural language. Here, ambiguity leads to multiple possible in-
terpretations of the process, hence multiple possible process models: we refer to
this ambiguity as descriptive ambiguity. The second class of artefacts comprises
representations of the process model in (possibly executable) formal languages.
Here, ambiguity leads to multiple possible interpretations of the model seman-
tics: in this case, we have representational ambiguity. The third class of artefacts
comprises event logs, in which ambiguity leads to multiple possible interpreta-
tions of the executed process: in this case, we have observational ambiguity.
We now discuss ambiguity in detail and provide brief yet focused examples for
ambiguity types we identified; larger examples are available in [19].

Descriptive ambiguity relates to characteristics of the specification of a
process in natural language, which lead to multiple interpretations of the pro-
cess by a reader. More specifically, descriptive ambiguity may be determined by
linguistic ambiguity or epistemic ambiguity.

Linguistic ambiguity emerges from lexical, syntactic, semantic, pragmatic
ambiguity, or vagueness in the language constructs forming the process specifi-
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Ambiguity

Descriptive

Linguistic
T1: Unclear relations

T2: Unclear references

Epistemic
T3: Underspecifications

T4: Inconsistent specifications

Representational
Intrinsic T5: Representational bias

Extrinsic
T6: Inadequate tools

T7: Modelling fuzziness

Observational

Coverage

T8: Missing data

T9: Multiplied data

T10: Irrelevant data

Reliability

T11: Incorrect information

T12: Imprecise information

T13: Unexpected information

Fig. 1. Ambiguity taxonomy with possible ambiguity types as leaves of the tree

cation [23], as well as polysemy. Generalising the findings in [1], which studies
linguistic ambiguity with respect to the specification of the control flow only, we
identify unclear relations and unclear references as possible linguistic ambiguity
types occurring in a specification and affecting various process perspectives, e.g.,
functional or organisational.

– T1: Unclear Relations: A process specification may fail to express in a
sufficiently clear manner the relations between some process elements. The
process model resulting from such a specification may include or exclude
constructs or concepts, in contrast to the intended model. For instance, the
guidelines for the process of hypokalaemia treatment in [41] state: “Treat any
underlying cause (. . . ) and/or review medication.” With this specification, it
is unclear whether between the tasks of treatment and medication reviewing
there exists a precedence, mutually exclusive or parallel execution relation.

– T2: Unclear References: In an informal process specification, it might be
unclear what relevant process element is being described by a given state-
ment. The resulting process model may contain erroneous elements or con-
cepts, lack relevant elements, or include elements not matching the speci-
fication. For instance, the hotel service process specification in [21] states:
“Eighty per cent of room-service orders include wine or some other alcoholic
beverage.” Also considering the whole specification, the relation between this
statement and any process element that might relate to the mentioned orders
is unclear and might result in a model excluding such element, like in [37].
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Epistemic ambiguity reflects an insufficient knowledge of the process or its
domain when developing a process specification, which results in knowledge gaps
or inconsistencies in various perspectives of the specification. These gaps and
inconsistencies may lead to a number of possible interpretations when reading
the specification. We identify underspecifications and inconsistent specifications
as epistemic ambiguity types.

– T3: Underspecifications: The term underspecification refers to the omis-
sion of certain features from a representation [22]. In a process specification,
it refers to the deliberate or unintentional exclusion of some characteristics
or the partial specification of one or more process perspectives. Underspecifi-
cations may exist due to the need to cope with flexible process specifications
without cluttering, limited domain or process knowledge, or to negligence.
The resulting process model might exhibit some “conceptual gaps”. For in-
stance, the “MCT finalise SCT warrant possession” process studied in [21]
states: “After that, some other MC internal staff receives the physical SCT
file (out of scope).” Here, there is a deliberate omission of details around a
resource, which makes it unclear who should receive the file and how this
should be modelled.

– T4: Inconsistent Specifications: A process specification might present
conflicting requirements, which cannot be satisfied altogether. In this case,
either the modelling language allows including all such requirements into an
inconsistent process model, or the process designer has to decide which of
these requirements to retain, resp. to discard. Consider the excerpt from the
specification of exercise 4 in [47], stating: “If the combined design fails the
test, then they are both sent back (. . . ). If the designs pass the test, then they
are deemed complete and are then sent to the manufacturing Process (. . . ).”
Here, it is not clear whether the condition is based on a single compound
data object or on two separate data objects, which requires deciding how to
model both the data and the condition.

Representational ambiguity is associated with a formal process model
expressed in some modelling language such as BPMN or Petri nets. It refers
to the possibility that the process model is formalised in a way that leads to
multiple different interpretations of its semantics. Note that here we do not con-
sider erroneous formal models with invalid syntax or that could not be executed
by a process engine. We consider syntactically valid formal models that can
be executed, but whose execution or interpretation have uncertain semantics.
Representational ambiguity may be intrinsic or extrinsic.

Intrinsic ambiguity refers to inherent characteristics of the modelling lan-
guage that may enforce or prevent certain modelling constructs, patterns, and
styles, which are in contrast to the specific modelling objectives. A possible type
of intrinsic ambiguity is representational bias:

– T5: Representational Bias: Process modelling languages have intrinsic
characteristics that may limit the expression of certain process elements,
altering or curbing the process semantics. For instance, with classical Petri
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nets, it is impossible to model the organisational aspect of a process: the
resulting model would lead to uncertainty in interpreting the assignment of
tasks to roles if these were relevant to the process. Additional examples based
on BPMN 2.0 can be found in [2].

Extrinsic ambiguity does not stem from characteristics of a specific mod-
elling language but derives from the modelling task. This can be due to lim-
itations of the modelling tool used, e.g., lack of support for certain modelling
constructs – for which case inadequate tools is a possible ambiguity type. Alter-
natively, a lousy use of the modelling language may be attributed to the human
process designers – here, modelling fuzziness is a possible ambiguity type.

– T6: Inadequate tools: Process modelling tools may have limitations in
the support to modelling languages, excluding certain constructs allowed by
a given language from a process model, or allowing the inclusion of constructs
or relations forbidden by the language. For an example, consider Camunda
Platform 8: it allows modelling BPMN 2.0 process models, but (currently)
does not allow defining signal events. Using other events as a workaround
might result in confusion in interpreting such events.

– T7: Modelling fuzziness: A process designer might deviate from estab-
lished modelling best practices, producing process models that are syntacti-
cally valid, but that still exhibit uncertain semantics. For an example based
on BPMN, consider that a designer may associate several activities with the
same name. If these activities are not identical, their interpretation would
be unclear and might induce one to consider them to be the same.

Observational ambiguity might affect the representation of a process ex-
ecution, which is usually in the form of an event log describing activities, roles,
and so on. In line with the criteria at the basis of the event log maturity levels
indicated in [3], observational ambiguity may relate to both the completeness
of data describing a process execution and the trustworthiness of the informa-
tion such data conveys about the process execution. Therefore, we distinguish
between coverage ambiguity and reliability ambiguity.

Coverage ambiguity refers to the presence, resp. absence, and the amount
of data describing an execution, and may result from ambiguity types such as
missing data, repeated data, and irrelevant data. Missing data and irrelevant
data reflect general data quality issues affecting event logs identified in [10].
Repeated data does not refer to redundancy, i.e., multiple identical occurrences,
but repetitions of the same data with variations in the values, which make it
unclear which data values should be considered correct.

– T8: Missing Data: Process logs may be incomplete due to the absence of
certain data in log entities, such as missing case id or timestamp. Missing
data can be attributed to a number of reasons, such as nonconforming be-
haviour, faults in sensors generating process data, resource unavailability, or
negligence. Additional examples of missing data are presented in [10].

– T9: Multiplied Data: An event log may contain multiple occurrences of
the same event, i.e., of the same happening, with variations in the values of
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some attributes. Possible causes might be non-conformance of the execution
with the process model, or faults in the logging. For instance, in the log of
a storage process instance used for the evaluation (see Sect. 4), an event for
the single occurrence of an activity “Read colour” reading the colour of a
workpiece occurs twice, first reporting that the workpiece is blue, then red.

– T10: Irrelevant Data: If no adequate filtering methods are adopted, more
data than required is retained about the execution of a process, which may
be erroneously considered relevant and lead to erroneous interpretations of
the executed process [10]. For instance, the log for a smart factory process
may include large amounts of environmental data continuously generated by
sensors and stored as events: process discovery based on such an unfiltered
log may result in a very large model cluttered with irrelevant activities.

Reliability ambiguity refers to the trust that can be put in the logged
information describing a process execution. An event log might lead to multiple
interpretations of how an execution unfolded if a trace does not conform to a
known process model. It is also possible that the analysis of the traces alone,
without any knowledge of the underlying process model, might lead to multi-
ple interpretations. Here, possible ambiguity types are incorrect information,
imprecise information, and unexpected information.
– T11: Incorrect Information: Information representing the execution of a

process instance might be misaligned with the known process model, repre-
senting facts that do not hold true as per the model. Wrong interpretations
of how the process unfolded are thus possible. For instance, in the log of a
storage process used for the evaluation (see Sect. 4), an activity “Store Work-
piece” is performed by resource “VGR”, while according to the corresponding
BPMN process model used for the enactment, the activity is assigned to re-
source “HBW”. Thus, it is not clear whether a different resource took over,
or there was a logging error.

– T12: Imprecise Information: Information may be recorded at a coarse
granularity (e.g., due to data anonymisation), losing relevant information
about a process execution. For instance, if events in an event log are recorded
with minute precision, there might be uncertainty regarding the exact order
of execution of consecutive activities, and one could infer several different
traces. Additional examples of imprecise information are discussed in [10].

– T13: Unexpected Information: Logged execution information might de-
viate from the values expected as per the analysis of the process log, making
it unclear how to interpret the execution against a discovered model. For ex-
ample, consider the case of a monitored push-down hand sanitiser dispenser:
the log usually reports an amount of 5–10ml of sanitiser per dispensing event;
however, if an event with 20ml is recorded, it might be unclear whether mul-
tiple nurses used the dispenser together, or just one with double the amount.

3.3 Relational Characterisation

Ambiguity may propagate across the process-related artefacts, i.e., ambiguity
affecting one artefact might induce cascading ambiguity in the same or other
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Table 1. Relational characterisation of ambiguity assuming a transition from a spec-
ification to a model and from the model to an event log. → denotes potential direct
causal relation, ↝ indirect, ↻ reflexive.

Descriptive Representational Observational
Descriptive ↻ → ↝

Representational ↻ →

Observational ↻

artefacts. For a systematic analysis of these relations between ambiguities across
artefacts, the artefacts need to be anchored to the respective BPM lifecycle
phases and the transitions between the phases need to be established. Here, we
give an example for this analysis assuming the case in which a given informal
specification is used to design and implement an executable formal model, whose
enactment in a BPMS generates an event log. Other cases (for instance, starting
from an event log, deriving a formal model with process mining, and from this
model generating a textual description) will be analysed in future work. Table 1
summarises the potential causal relations between descriptive, representational
and observational ambiguities in this case.

We observe that each ambiguity might cause additional ambiguities of the
same kind, which we indicate as potential reflexive causal relationship and de-
note with ↻. Descriptive ambiguity might cause representational ambiguity,
and representational ambiguity might induce observational ambiguity: we refer
to these as potential direct causal relationships (denoted with →). For transitiv-
ity, descriptive ambiguity might cause observational ambiguity, which we refer
to as potential indirect causal relationship and denote with ↝.

Descriptive ↻: This is the case, for instance, when a linguistic ambiguity
causes epistemic ambiguity. Consider, for example, the excerpt from the descrip-
tion of the phylogenetic analysis process in [31]: “Similarly, alignments were
examined and investigated by an MP approach with heuristic search in MEGA”.
The relation between the data object alignments and its origin is not introduced
in the specification: a T1: Unclear Relations ambiguity type. In turn, this causes
the process fragment responsible for producing the data object as output to be
underspecified: a T3: Underspecifications ambiguity type.

Descriptive → Representational: This is the case, for instance, when an
inconsistent specification is translated into a formal process model affected by
modelling fuzziness. Consider the following fragment of a process specification
from [15]: “(...) once the license is granted, this is sent by EPA directly to the
applicant. (...) Once the required permit and/or license have been obtained, the
assessment manager notifies the applicant of the final approval”. Here, the am-
biguity type in the informal specification is T4: Inconsistent Specifications, since
the first sentence states that the applicant receives the license (not the manager);
however, the second sentence states that the manager informs the applicant of
the reception and subsequent approval. The second sentence implies that it is the
manager who receives the permit and license, in contrast with the first sentence.
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Fig. 2. BPMN fragment for a land development applications process from [15]

One may formalise this specification fragment as the BPMN fragment in Fig. 2,
with the same receive tasks for both manager and applicant, which generates
confusion in the interpretation of these tasks and the subsequent notification.

Representational↻: This is easily observed, for instance, when ambiguity
type T6: Inadequate Tools leads to T7: Modelling Fuzziness. For example, some
BPMN modelling tools allow defining message flows connecting elements in dif-
ferent lanes of the same pool, making it unclear whether the lanes are meant to
refer to different organisations, or whether it is the message flow to be incorrect.

Representational → Observational: This is the case when the execution
of an ambiguous process model generates a log trace that can be interpreted
in multiple possible ways. As an example, consider the case in which the same
name is assigned to multiple different activities in a BPMN model (T7: Modelling
Fuzziness ambiguity). The log describing the execution of an instance of this
process model would include multiple events associated with the same name,
one for each executed activity (T9: Multiplied Data ambiguity). Here, due to
modelling fuzziness, it is unclear whether the same activity was executed several
times, or the logged events refer to different activities with the same name.

Observational↻: An example for this case is a coverage ambiguity causing
a cascading coverage ambiguity. For instance, consider the case of a smart factory
in which all case id attributes are missing from the log (T8: Missing Data) due
to a malfunctioning of the communication bus during a given time period when
parallel process instances were executed. This results in the impossibility of es-
tablishing the right activity-instance associations for all tasks carried out during
the malfunctioning of the communication bus (T12: Imprecise Information).

4 Evaluation

The guidelines in [29] remark that it is not sufficient to evaluate a taxonomy ex-
ante by assessing the ending conditions, but also an ex-post evaluation should be
performed after the design process is completed. This evaluation checks “based on
the feedback of (potential) users whether the completed version of a taxonomy ful-
fils the sufficient condition and evaluation criteria to be a useful taxonomy” [29].
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4.1 Method, Participants, and Dataset

Several evaluation methods for taxonomies exist: for the proposed taxonomy, we
deem the illustrative scenario with real-world objects the most suitable one. The
method aims at demonstrating the usefulness of the taxonomy by applying it to
synthetic or real-world situations (here: informal specifications, formal models,
and event logs), and is the most frequently adopted evaluation method [29].

We involved four participants with several years of expertise in BPM; none
of the authors acted as participants. Each participant had a training session,
in which (s)he was educated on the taxonomy. Afterwards, the participant was
asked to individually analyse 13 process-related artefacts–for each of which the
authors had detected the presence of one ambiguity type–and to identify the
specific ambiguity type with the help of the taxonomy, motivating the answer.

For a comprehensive evaluation, we needed a set of realistic examples from
various domains, covering all artefacts and ambiguity types from Section 3; we
considered only artefacts in English to accommodate the diverse nationalities
of the participants. For informal specifications, we analysed the set of 47 pairs
process specification–model studied in [21], which comes from academic and
industrial sources and has been used in several other studies; we also analysed the
process specifications from the exercises in [15], which is a well-known textbook in
the BPM community. For formal models, we analysed the models from the BPM
Academic Initiative in [46], which also comes from academia and industry and
is well-known in the community. For event logs, we analysed the BPI Challenge
2012 log in [14], the Road Traffic Fine Management Process log in [30], and logs
from a smart factory simulation environment [42]. In the end, we selected 13
artefacts, in each of which we identified a distinct ambiguity type from Sect. 3.

4.2 Results

The dataset, results, and demographics of participants are publicly available [19].
Out of 52 total identifications of ambiguity types by the participants, 43 matched
those by the authors. The 43 matching identifications support the usefulness of
the taxonomy. In the case of a mismatch, at most two participants disagreed
with the authors’ identified ambiguity type. Only in one case one participant
firmly argued that there was no ambiguity, while another identified a different
type. These mismatches demonstrate the possibility of different interpretations
among the participants, indeed underpinning the presence of ambiguity.

What emerged from the discussions with the participants is that different
interpretations may stem from the different mental models and frames. For ex-
ample, a case of T1: Unclear relations between activities due to multiple possible
interpretations of the term “and” (also identified in [1] as such), was identified
by one participant as T3: Underspecifications, since in the participant’s view the
meaning of the term “and” was not further specified; on the other hand, another
participant could not detect any ambiguity, with the motivation that the term
“and” in that context necessarily denotes a sequential relation. For another ex-
ample, when analysing a formal model specified in Event-driven Process Chain
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(EPC) notation, one participant, for historic reasons, held an interpretation of
EPC as an informal language, hence identified a descriptive (T3: Underspecifi-
cations) instead of a representational ambiguity (T5: Representational bias).

Overall, while the evaluation proved the usefulness of the taxonomy for iden-
tifying ambiguity in process-related artefacts, it also asserted the need to investi-
gate, in future work, the role played by the mental model of the consumers (i.e.,
those supposed to use) of these artefacts in detecting and identifying ambiguity.

5 Discussion

The taxonomy proposed in Section 3 gave an answer to RQ1 on where ambiguity
might emerge in process-related artefacts. The discussion on the relational char-
acterisation addressed RQ2 on possible causal relations. Here, we outline some
applications and further research directions, and discuss threats to validity.

5.1 Ambiguity Detection

In the spirit of open science, datasets composed of process-related artefacts are
being increasingly shared and reused among the BPM community. However,
there is the risk that they are used unaware of the potential presence of ambi-
guity. Reusing ambiguous processes in experiments without acknowledging and
managing ambiguity poses a threat to the validity of these experiments. For
example, the PET dataset from [7] is built by annotating the specifications
from [21], which we have found to exhibit various ambiguity types. Indeed, in [7]
the authors report on the need to discard some processes from the dataset due
to the impossibility of reaching a consensus on the interpretation.

We propose our ambiguity taxonomy as a tool for analysing process-related
artefacts and detecting ambiguity types in these datasets. Such a systematic
analysis is beyond the scope of this paper; however, we expect this paper to
trigger further analysis of existing datasets to improve the quality of future
experimental evaluations based on these datasets. In general, we envision the
proposed taxonomy to raise awareness of the presence of ambiguity in BPM,
and to support new research directions such as prompt engineering for BPM.

5.2 Analysis of the Affected Elements

Analysing ambiguity in process-related artefacts in-depth requires examining
which specific elements of these artefacts may be affected by ambiguity.

Descriptive ambiguity emerges in informal process specifications whose inter-
pretation results in multiple possible process models. Thus, in order to measure
the effect of descriptive ambiguity, it makes sense to determine which process
model perspectives are affected by it. The BPM literature identifies several pro-
cess perspectives, four of which are most agreed upon: control flow, data, or-
ganisational, and operational [38]. A systematic analysis should consider at least
these perspectives; when relevant, also other perspectives might be considered. In
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our experience and preliminary observations, we found all descriptive ambiguity
types identified in Sect. 3 to potentially affect each of these four perspectives.

Representational ambiguity affects formal process models, and results in dif-
ferent possible model interpretations. These interpretations are relative to the
aforementioned process perspectives; hence we argue that these process perspec-
tives should be the object of analysis of formal process models, too.

Observational ambiguity affects event logs, hence analysing its effects requires
examining the affected event log entities. Prior work (cf. [44]) identified and
studied the following event log entities: Case, Event, Belongs_to (event–case as-
sociation), Case attribute, Position, Activity name, Timestamp, Resource, Event
attributes. These entities constitute a good starting point for analysis.

An in-depth analysis of ambiguity should inspect the above-indicated ele-
ments in relation to the artefact at hand. In light of the relational characterisa-
tion discussed in Sect. 3, the analysis should also study the potential cascading
effects of ambiguity across the elements of the process-related artefacts.

5.3 Ambiguity Reduction Strategies

A reduction of descriptive ambiguity in informal process specifications could be
achieved combining different strategies. One possible strategy might be to adopt
a controlled language (e.g., the Attempto controlled language [40]), as controlled
languages impose restrictions on the available linguistic constructs, reducing the
risk of linguistic ambiguity. Ontology annotations and glossaries have also been
proposed to tackle descriptive ambiguity (e.g., in [4]). Additionally, involving
domain experts could help to alleviate epistemic ambiguity.

To reduce representational ambiguity in formal models, it is critical to put
great care into the modelling task, starting from the choice of the prospective
modelling language [9]. This choice should consider criteria such as expressive
power, tool support, and familiarity of the process designer. Additionally, assisted
modelling (e.g., [17,33]) and checking (cf. [48]) approaches, as well as ontology-
based modelling (cf. [16]) might help to reduce representational ambiguity.

Possible strategies to reduce observational ambiguity require employing a
priori adequate methods and tools to record process executions comprehensively
and faithfully. To this end, the recent idea of integrating Internet of Things (IoT)
technologies with BPM to collect rich datasets (cf. [26]) shows great potential
for disambiguation and is worth investigating.

The approaches outlined above are examples of possible unstructured strate-
gies to reduce ambiguity. However, if dependencies between ambiguities across
artefacts can be identified (cf. Sect. 3), more structured strategies may be achieved
by exploiting these dependencies to achieve cascading reductions. For example,
reducing descriptive ambiguity in an informal specification may lead to a cascad-
ing reduction of representational ambiguity in the formal model derived from the
specification. A detailed study of type-specific reduction strategies and of more
structured approaches exploiting dependencies will be addressed in future work.
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5.4 Threats to Validity

The evaluation confirmed that all ambiguity types identified in the taxonomy are
indeed ambiguities. Regarding the taxonomy structural completeness, it can be
seen that it is met at the first level, since the taxonomy covers all the artefacts
describing processes typically identified in the literature in relation to BPM
lifecycle phases and process mining tasks [3,15] (cf. Sect. 2). New ambiguity types
for these artefacts, which may be discovered in the future, could find a position in
lower levels of the taxonomy in relation to the pertaining artefact, in line with the
extensibility principle [29]. Regarding external validity and the generalisability of
our findings, strictly adhering to the development guidelines in [29] ensures that
the scope of applicability is clearly defined within BPM. The evaluation results
indicate applicability and usefulness of the taxonomy in a broad set of domains,
suggesting general applicability across domains where BPM is applied. As part of
a first step towards a comprehensive understanding of ambiguity, the evaluation
involved academics only: in follow-up work, we will involve practitioners for
further evaluation, and also investigate the generalisability beyond BPM.

6 Related Work

Prior work recognised ambiguity as a quality issue [13,27]; here, we identified
several ambiguity types as its manifestations in process-related artefacts. As
not every quality issue is an ambiguity, these ambiguity types can be seen as
a proxy for a subset of quality issues of process-related artefacts, i.e., analysts
can investigate certain quality issues by detecting ambiguity types. For instance,
completeness quality issues (cf. [6]) take the form of coverage ambiguity; issues
in semantic validity (cf. the SEQUAL framework [27]) take the form of T7:
Modelling fuzziness; incorrect data issues (cf. [10]) take the form of T11: Incorrect
information. A systematic analysis of the relations between quality issues and
ambiguity types is beyond the scope of this paper and invites further research.

Prior work studied ambiguity in informal documents to elicit requirements or
to describe business processes. In [4], authors conduct a systematic literature re-
view focusing on user stories to elicit requirements. They identify four ambiguity
problems (vagueness, inconsistency, insufficiency, and duplicates), which can be
related to the descriptive ambiguity types identified here. They also summarise
proposed solutions to these problems, such as algorithmic solutions, ontologies,
and controlled languages: while these are proposed to resolve particular manifes-
tations of ambiguity, our taxonomy identifies ambiguity types as abstractions of
particular manifestations, enabling designing type-specific resolution strategies.

The work in [1] studies what we identified here as linguistic ambiguity in
textual process descriptions. Based on the concept of behavioural space, the au-
thors design a technique to deal with ambiguity in the context of conformance
checking; however, the scope is limited to the control flow. As Section 5 indicates,
ambiguity might affect all major process perspectives: we foresee that by extend-
ing the concept of behavioural space, one might be able to deal with ambiguity
in these perspectives. Ambiguity in textual descriptions is studied also in [43],
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where it is identified based on sentence templates, resulting in six ambiguity
issues, which can all be related to the descriptive ambiguity types we identified.

The work in [8] presents a qualitative analysis of the state of the art in the
task of process extraction from texts. Related to this, the work in [32] discusses
challenges in the discovery of legal processes arising from the analysis of the
natural language. Complementing these works with our study on ambiguity could
result in further insights to guide the process of process extraction from text.

In line with our indications from Sect. 5, the work in [36] proposes an auto-
mated technique to assist the modelling task and resolve representational ambi-
guity due to activity labels. Representational ambiguity might result in inconsis-
tencies between a process model and the corresponding specification: the work
in [5] studies how to detect such inconsistencies with respect to role associations.

The work in [44] studies imperfection patterns in event logs with the goal
of cleaning event logs for process mining. Imperfection patterns are quality is-
sues, in line with the results of [10], which result in the observational ambiguity
types presented here. By detecting these ambiguity types, analysts can discover
the presence of imperfection patterns and quality issues. Potential ambiguity in
object-centric event logs is highlighted in [28]: we expect this recent log format to
benefit from our taxonomy for the identification of ambiguity, and to potentially
extend the taxonomy with new ambiguity types. A related problem is uncer-
tainty in process logs, i.e., the lack of precise knowledge about certain process
aspects [35], e.g., in relation to task durations and event data. Here, we interpret
uncertainty as a consequence of ambiguity, aligning with the work in [1,35].

7 Conclusion

Ambiguity in BPM can be found in various process-related artefacts, namely in-
formal specifications, formal models, and event logs. In order to shed first light on
ambiguity in these artefacts, we proposed a taxonomy of ambiguity, identifying
13 concrete ambiguity types in it; for each ambiguity type, we provided real ex-
amples. Additionally, we studied potential causal relations between ambiguities
in relation to the affected artefacts and proposed a relational characterisation of
ambiguity. An evaluation with process experts confirmed the usefulness of the
proposed taxonomy. We regard these contributions as a tool for helping to de-
tect the presence of ambiguity in process-related artefacts. Detecting ambiguity
is the first step towards achieving increased quality of process-related artefacts.

In future work, we will perform further evaluations involving academics and
practitioners. We further plan to study the effect of ambiguity on process-related
artefact elements. Moreover, we plan to define ambiguity reduction strategies.
We expect this work to foster further reflection on how to deal with unresolvable
ambiguity, as well as on how to generalise the presented concepts beyond BPM.
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