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Abstract. Today’s business processes are often controlled and supported
by information systems. These systems record real-time information about
business processes during their executions. This enables the analysis at
runtime of the process behavior. However, many modern systems pro-
duce “big data”, i.e., collections of data sets so large and complex that
it becomes impossible to store and process all of them. Moreover, few
processes are in steady-state and due to changing circumstances pro-
cesses evolve and systems need to adapt continuously. In this paper, we
present a novel framework for the discovery of LTL-based declarative
process models from streaming event data in settings where it is im-
possible to store all events over an extended period or where processes
evolve while being analyzed. The framework continuously updates a set
of valid business constraints based on the events occurred in the event
stream. In addition, our approach is able to provide meaningful infor-
mation about the most significant concept drifts, i.e., changes occurring
in a process during its execution. We report about experimental results
obtained using logs pertaining the health insurance claims handling in a
travel agency.
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1 Introduction

Together with conformance checking and process model enhancement, process
discovery is one of the three basic forms of process mining [25]. In particular,
process discovery aims at producing a process model based on example execu-
tions in an event log and without using any a-priori information. When using
event logs recorded by information systems supporting changeable and highly
dynamic processes (e.g., healthcare processes), traditional process discovery tech-
niques (mainly based on procedural process modeling languages) often produce



the so called spaghetti-like models. In these models, too many execution paths
are explicitly represented so that they become completely unreadable.

In the last years, several works have been focused on the discovery of declara-
tive process models, i.e., on the discovery of a set of business constraints that hold
during the process execution [12, 8, 10, 17, 15, 16]. These techniques are very suit-
able for processes characterized by high complexity and variability due to the
turbulence and the changeability of their execution environments. One of the
challenges in process mining listed in the Process Mining Manifesto4 is to find a
suitable representational bias to visualize the resulting models but also to be used
internally when searching for a model. In this sense, the dichotomy procedural
versus declarative can be seen as a guideline when choosing the most suitable lan-
guage to represent models resulting from process discovery algorithms: process
mining techniques based on procedural languages can be used for predictable
processes working in stable environments (e.g., a process for handling travel
requests), whereas techniques based on declarative languages can be used for
unpredictable, variable processes working in turbulent environments (see also
[19]).

In this paper, business constraints are represented using the Declare nota-
tion [26]. Declare is a declarative language that combines a formal semantics
grounded in Linear Temporal Logic (LTL) on finite traces,5 with a graphical
representation. In essence, a Declare model is a collection of LTL rules, each
capturing a control flow dependency between two activities.

The Process Mining Manifesto also states that process mining should not be
restricted to off-line analysis and can also be used for online operational support.
In particular, process mining techniques should be able to mine an event stream,
i.e., a real-time, continuous, ordered sequence of items [13]. Algorithms that are
supposed to interact with event streams must respect some requirements, such
as: a) it is impossible to store the complete stream; b) backtracking over an
event stream is not feasible, so algorithms are required to make only one pass
over data; c) it is important to quickly adapt the model to cope with unusual
data values; d) the approach must deal with variable system conditions, such
as fluctuating stream rates. Currently, only few algorithms are able to mine an
event stream [7, 6]. In addition, this is the first paper that presents algorithms
for discovering declarative process models based on streaming event data. In
particular, our technique is able to show a snapshot of the business constraints
valid at a certain point in time during the process execution, thus providing the
user with a continuously updated picture of the process behavior.

Another challenge mentioned in the Process Mining Manifesto is related to
the fact that process mining must deal with concept drifts, i.e., with the situation
in which the process is changing while being analyzed. Processes may change
due to periodic/seasonal changes (e.g., “in December there is more demand” or
“on Friday afternoon there are fewer employees available”) or due to changing

4 The Process Mining Manifesto is authored by the IEEE Task Force on Process
Mining (http://www.win.tue.nl/ieeetfpm/).

5 For compactness, we will use the LTL acronym to denote LTL on finite traces.



conditions (e.g., “the market is getting more competitive”). Such changes impact
processes and it is vital to detect and analyze them. In this paper, we identify
concept drifts in a Declare model in terms of constraint activations. Activations
for Declare constraints are defined in [5]. For example, for a business constraint
like “every request is eventually acknowledged” each request is an activation.
An activation becomes a fulfillment or a violation depending on whether the
request is followed by an acknowledgement or not. Concept drifts are discovered
by analyzing how the percentages of activations, fulfillments and violations for
a set of Declare constraints vary over the time.

To assess the applicability of our approach, we conducted an experimentation
with a set of synthetic logs. In particular, we used two variants of a process
pertaining the health insurance claims handling in a travel agency.

The paper is structured as follows. Section 2 introduces the characteristics of
event stream mining as well as some basic notation about Declare. Next, Section
3 introduces the proposed algorithms for the online discovery of Declare models.
Section 4 illustrates the two approaches for stream mining we use in this paper
based on sliding window and lossy counting respectively. Section 5 presents and
discusses the experimental results. Finally, Section 6 concludes and spells out
directions for future work.

2 Preliminaries

In this section, we introduce some preliminary notions. In particular, in Sec-
tion 2.1, we summarize some basic information about event stream mining
needed to understand the paper. In Section 2.2, we give an overview of the
Declare language.

2.1 Event Stream Mining

In the data mining literature, there are few definitions of event stream. In this
work, we consider an event stream as an unbounded, sequence of data items,
observed at a high speed [2, 3]. Stream mining approaches can be divided into two
main categories: data-based and task-based [11]. Data-based mining algorithms
reduce the stream into finite datasets, which are supposed to be representatives
of the complete stream; task-based algorithms are modified (or new) approaches,
specifically designed for streams, in order to minimize time and space complexity.
The framework presented here falls into this latter category.

As typically reported in the literature, we assume that: i) the data that con-
stitutes the stream (i.e., the events) have a small and fixed amount of attributes;
ii) a mining approach should be able to analyze an infinite amount of data; iii) a
mining approach is allowed to use only a finite amount of memory and, typ-
ically, such amount is considerably smaller with respect to the data observed
in a reasonable span of time; iv) there is an upper bound on the time allowed
to analyze an event, typically the mining approach is required to linearly scale
with the number of processed items (e.g., the algorithm works with one pass of



Events emi
ed over �me

Stream miner instance

... Network communica�on

Time

...

B

A

CD

precedence

not succession

precedence

not succession

precedence

succession

BE

A

CD
precedence

not succession

precedence

not succession

precedence

not succession

precedence

succession

response

Fig. 1. General idea of event stream mining: the stream miner continuously receives
events and, using the latest observations, updates the process model.

the data [21]); v) the “concepts” generating the event stream may be stationary
or evolving [28, 30]. We assume that each event in an event stream is associated
with an activity (i.e., a well-defined step in the process), is related to a particular
case (i.e., a process instance) and is executed at a certain point in time specified
through a timestamp.

In this work, our aim is to reconstruct a declarative model of the process
generating the stream, while storing a minimal amount of information. Figure 1
proposes a simple representation of our approach: one or more sources emit
events (represented, in the picture, as solid dots), which are collected by our
miner instance. The miner elaborates these events and keeps the process model
updated. In addition, we want to characterize the portions of the event stream in
which the process behavior changes in terms of business constraints. Therefore, it
is important to evaluate whether our approach is able to correctly detect concept
drifts.

2.2 Declare: Some Basic Notions

Declare is a declarative process modeling language introduced by Pesic and van
der Aalst in [26]. A Declare model consists of a set of constraints which, in turn,
are based on templates. Templates are abstract entities that define parameter-
ized classes of properties and constraints are their concrete instantiations. Here,
we indicate template parameters with capital letters (see Table 1) and real activ-
ities in their instantiations with lower case letters (e.g., constraint �(a → ♦b)).
Templates have a user-friendly graphical representation understandable to the
user and their semantics are specified through LTL formulas. Each constraint
inherits the graphical representation and semantics from its template. The most
frequently used Declare templates are shown in Table 1. However, the language



Table 1. Graphical notation and textual description of some Declare constraints

Template Meaning LTL semantics Graphical notation

responded existence(A,B)
if A occurs then
B occurs before or after A

♦A → ♦B
A B

response(A,B)
if A occurs then
eventually B occurs after A

�(A → ♦B)
A B

precedence(A,B)
if B occurs then
A occurs before B

(¬B ⊔A) ∨�(¬B)
A B

alternate response(A,B)
if A occurs then eventually
B occurs after A without other
occurrences of A in between

�(A → ©(¬A ⊔B))
A B

alternate precedence(A,B)
if B occurs then
A occurs before B without other
occurrences of B in between

((¬B ⊔A) ∨�(¬B))∧
�(B → ©((¬B ⊔A) ∨�(¬B)))

A B

chain response(A,B)
if A occurs then B occurs
in the next position after A

�(A → ©B)
A B

chain precedence(A,B)
if B occurs then A occurs
in the next position before B

�(©B → A)
A B

not responded existence(A,B)
if A occurs then B cannot
occur before or after A

♦A → ¬(♦B)
A B

not response(A,B)
if A occurs then B cannot
eventually occur after A

�(A → ¬(♦B))
A B

not precedence(A,B)
if B occurs then
A cannot occur before B

�(♦B → ¬A)
A B

is extensible and new templates can be defined with their own graphical repre-
sentations and LTL semantics.

Consider, for example, the response constraint �(a → ♦b). This constraint
indicates that if a occurs, b must eventually follow. Therefore, this constraint is
satisfied for traces such as t1 = 〈a, a, b, c〉, t2 = 〈b, b, c, d〉, and t3 = 〈a, b, c, b〉,
but not for t4 = 〈a, b, a, c〉 because, in this case, the second instance of a is not
followed by a b. Note that, in t2, the considered response constraint is satisfied
in a trivial way because a never occurs. In this case, we say that the constraint
is vacuously satisfied [14]. In [5], the authors introduce the notion of behavioral
vacuity detection according to which a constraint is non-vacuously satisfied in
a trace when it is activated in that trace. An activation of a constraint in a
trace is an event whose occurrence imposes, because of that constraint, some
obligations on other events in the same trace. For example, a is an activation
for the response constraint �(a → ♦b), because the execution of a forces b to be
executed eventually.

An activation of a constraint can be a fulfillment or a violation for that con-
straint. When a trace is perfectly compliant with respect to a constraint, every
activation of the constraint in the trace leads to a fulfillment. Consider, again,
the response constraint �(a → ♦b). In trace t1, the constraint is activated and
fulfilled twice, whereas, in trace t3, the same constraint is activated and fulfilled
only once. On the other hand, when a trace is not compliant with respect to a
constraint, an activation of the constraint in the trace can lead to a fulfillment
but also to a violation (at least one activation leads to a violation). In trace t4,
for example, the response constraint �(a → ♦b) is activated twice, but the first
activation leads to a fulfillment (eventually b occurs) and the second activation
leads to a violation (b does not occur subsequently). An algorithm to discrimi-



nate between fulfillments and violations for a constraint in a trace is presented
in [5].

In [5], the authors define two metrics to measure the conformance of an
event log with respect to a constraint in terms of violations and fulfillments,
called violation ratio and fulfillment ratio of the constraint in the log. These
metrics are valued 0 if the log contains no activations of the considered constraint.
Otherwise, they are evaluated as the percentage of violations and fulfillments of
the constraint over the total number of activations.

3 Algorithms for the Online Discovery of Declare Models

In this section, we describe the proposed algorithms for the online discovery of
Declare constraints. In particular, we will illustrate three different basic algo-
rithms. Each of them can be used to discover constraints referring to different
Declare templates. Every algorithm takes as input an event stream and builds a
set of candidate constraints obtained by instantiating a Declare template with all
the possible combinations of activity names detected so far in the event stream.
The algorithms keep up-to-date the fulfillment ratio and the violation ratio of
each candidate constraint at every occurrence of an event in the event stream.
Then, at each point in time, it is possible to discover a Declare model by select-
ing, among the candidates, the ones with the highest fulfillment ratio.

In all the algorithms, we use the notion of map. Here, a map refers to the well
known hash table data structure [9]. Given a set of keys K and a set of values
V , a map is a set M ⊆ K × V . We use the following operators: (i) M.put(k, v),
to add value v with key k to M ; (ii) M.get(x) ∈ V , with k ∈ K, to retrieve from
M the value associated with key k; (iii) M.keys ⊆ K to obtain the set of keys
in M .

3.1 Response and Not Response

The algorithm presented in this section can be used for the online discovery of
response and not response constraints. We illustrate the algorithm (Algorithm 1)
for the response template. The algorithm is identical for the not response tem-
plate, since the fulfillment ratio for a response constraint corresponds to the
violation ratio of the not response constraint over the same activities (and vice
versa).6 A similar algorithm (with small modifications) is able to discover alter-
nate response and chain response constraints.

In this algorithm, L is the set of all the activity names observed in the event
stream (in all the cases). activationsCounter c is a map defined for each case
c and containing, for each activity name, the number of its occurrences in c.
This map can be used to count the number of activations for each constraint
(the number of activations can be obtained by counting how many times the

6 A similar observation also applies to the algorithms described in the following sec-
tions.



Algorithm 1: Online algorithm for response and not response.
Input: e = (c, a, t) the event to be processed (c is the case id of the event, a is the activity

name, t is the timestamp)

1 if L is not defined then define the empty set L
2 if activationsCounterc is not defined then define the map activationsCounterc
3 if pendingActivations

c
is not defined then define the map pendingActivations

c

4 if a /∈ activationsCounterc.keys then

5 activationsCounterc.put(a, 1)
6 foreach l ∈ L do

7 pendingActivations
c
.put((l, a), 0)

8 pendingActivations
c
.put((a, l), 1)

9 else

10 activationsCounterc.put(a, activationsCounterc.get(a) + 1)
11 foreach (k1, k2) ∈ pendingActivations

c
.keys do

12 if k2 = a then /* a equals to the second activity name */
13 pendingActivations

c
.put((k1, a), 0)

14 else if k1 = a then /* a equals to the first activity name */
15 acts← pendingActivations

c
.get((a, k2))

16 pendingActivations
c
.put((a, k2), acts + 1)

17 if a /∈ L then L← L ∪ {a}

corresponding activity name has occurred in each case of the event stream).
pendingActivationsc is a map defined for each case c and containing the number
of pending activations in c for each response constraint activated in c (the keys
in the map are pairs of activity names representing the constraint parameters).

The algorithm receives as input an event e = (c, a, t), where c is the case
id, a is the activity name and t is the timestamp. This event is processed by
updating maps activationsCounter c and pendingActivationsc. If c is a new case,
these maps are first defined (lines 2-3).

Then, if a has never occurred in c (i.e., if a is not in activationsCounter c), a
is added as a key in activationsCounter c with number of occurrences equal to 1
(a has occurred only once in c). Lines 6-8 of the algorithm are used to update
map pendingActivationsc when a occurs in c for the first time. In particular, all
the response constraints having a as second parameter cannot have any pending
activation when a occurs (all of them are fulfilled when a occurs). Therefore,
line 7 of the algorithm sets to 0 the number of pending activations in c for the
response constraints having a as second parameter. On the other hand, all the
response constraints having a as first parameter are activated when a occurs and
waiting for some other event to occur. Then, a is a pending activation for these
constraints (and the only one). Therefore, line 8 of the algorithm sets to 1 the
number of pending activations in c for the response constraints having a as first
parameter.

If a has already occurred in c (i.e., if a is already in activationsCounter c), the
number of occurrences of a is incremented by 1 in activationsCounter c. Line 13
of the algorithm sets to 0 the pending activations in c for the response constraints
having a as second parameter. On the other hand, all the response constraints
having a as first parameter are activated when a occurs and, therefore, the
number of pending activations for these constraints in c is incremented by 1.



Algorithm 2: Online algorithm for precedence and not precedence.
Input: e = (c, a, t) the event to be processed (c is the case id of the event, a is the activity

name, t is the timestamp)

1 if L is not defined then define the empty set L
2 if activationsCounterc is not defined then define the map activationsCounterc
3 if fulfilledActivations

c
is not defined then define the map fulfilledActivations

c

4 if a /∈ activationsCounterc then

5 activationsCounterc.put(a, 1)
6 foreach l ∈ L do

7 if l ∈ activationsCounterc then

8 fulfilledActivations
c
.put((l, a), 1)

9 fulfilledActivations
c
.put((a, l), 0)

10 else

11 fulfilledActivations
c
.put((l, a), 0)

12 fulfilledActivations
c
.put((a, l), 0)

13 else

14 activationsCounterc.put(a, activationsCounterc.get(a) + 1)
15 foreach l ∈ L do

16 if l ∈ activationsCounterc then

17 acts← fulfilledActivations
c
.get((l, a))

18 fulfilledActivations
c
.put((l, a), acts + 1)

19 if a /∈ L then L← L ∪ {a}

Finally (line 17), if activity name a is observed for the first time in the event
stream, a is added to L.

Using the algorithm just described it is possible to count the number of activa-
tions for every candidate response constraint (using maps activationsCounter c),
and the number of violations (counting the number of activations still pending in
maps pendingActivationsc). These metrics are enough for deriving, at any point
in time, fulfillment ratio and violation ratio for (not) response constraints.

3.2 Precedence and Not Precedence

The algorithm presented in this section can be used for the online discovery of
precedence and not precedence constraints. We illustrate the algorithm (Algo-
rithm 2) for the precedence template. A variant of this algorithm can be easily
derived for the online discovery of alternate precedence and chain precedence
constraints.

L is again the set of all the activity names occurred in the event stream
(in all the cases). activationsCounter c is a map containing, for each activity
name, the number of its occurrences in c. fulfilledActivationsc is a map defined
for each case c and containing the number of fulfilled activations in c, for each
precedence constraint activated in c (the keys in the map are pairs of activity
names representing the constraint parameters).

The algorithm receives as input an event e = (c, a, t) belonging to a case c.
This event is processed by updating maps activationsCounter c and fulfilledAc-
tivationsc. If c is a new case, these maps are first defined (lines 2-3).



If a has never occurred in c, a is added as a key in activationsCounter c
with number of occurrences equal to 1. Lines 6-12 are used to update map
fulfilledActivationsc when a occurs in c for the first time. In particular, for each
activity l in L, the precedence constraint having a as first parameter and l as
second parameter has no fulfillments. Indeed, this constraint is activated when l

occurs and is fulfilled if l is preceded by a. This cannot be the case because a has
occurred now for the first time. Therefore, lines 9 and 12 of the algorithm sets to
0 the number of fulfilled activations in c for the precedence constraints having l

as second parameter. For each activity l in L, the precedence constraints having
l as first parameter and a as second parameter are activated when a occurs.
In particular, a is a fulfillment if and only if l has already occurred in c. Only
in this case, the algorithm sets to 1 the number of fulfilled activations (line 8).
Otherwise, the number of fulfilled activations is 0 (line 11).

If a has already occurred in c, the number of occurrences of a is incremented
by 1 in activationsCounter c. For each event l in L, the precedence constraints
having l as first parameter and a as second parameter are activated when a

occurs. Therefore, if l has already occurred in c (and only in this case), the
algorithm increments by 1 the number of fulfilled activations in c for the prece-
dence constraints having a as second parameter (line 18). If activity name a has
occurred for the first time in the event stream, a is added to L.

Using the algorithm just described it is possible to count the number of
activations for every candidate precedence constraint (using maps activation-
sCounter c), and the number of fulfillments (counting the number of fulfilled
activations in maps fulfilledActivationsc). With this information it is possible
to derive, at any point in time, fulfillment ratio and violation ratio for (not)
precedence constraints.

3.3 Responded Existence and Not Responded Existence

We use Algorithm 3 to discover responded existence and not responded existence
constraints. We illustrate the algorithm for the responded existence template.

As in the algorithms already discussed, also for this algorithm, L is the set
of all the activity names occurred in the event stream. activationsCounter c con-
tains, for each activity name, the number of its occurrences in c. pendingAc-
tivationsc contains the number of pending activations in c for each responded
existence constraint activated in c.

The algorithm receives as input an event e = (c, a, t) belonging to a case c.
This event is processed by updating maps activationsCounter c and pendingAc-
tivationsc. If c is a new case, these maps are first defined (lines 2-3).

Then, if activity a has never occurred in c, a is added as a key in activation-
sCounter c with number of occurrences equal to 1. Lines 6-11 of the algorithm
are used to update map pendingActivationsc when activity a occurs in c for the
first time. In particular, all the responded existence constraints having a as sec-
ond parameter cannot have pending activations (all of them are fulfilled when a

occurs). Therefore, line 7 of the algorithm sets to 0 the pending activations in
c for the responded existence constraints having a as second parameter. On the



Algorithm 3: Algorithm for responded existence and not resp. existence.
Input: e = (c, a, t) the event to be processed (c is the case id of the event, a is the activity

name, t is the timestamp)

1 if L is not defined then define the empty set L
2 if activationsCounterc is not defined then define the map activationsCounterc
3 if pendingActivations

c
is not defined then define the map pendingActivations

c

4 if a /∈ activationsCounterc then

5 activationsCounterc.put(a, 1)
6 foreach l ∈ L do

7 pendingActivations
c
.put((l, a), 0)

8 if l ∈ activationsCounterc then

9 pendingActivations
c
.put((a, l), 0)

10 else

11 pendingActivations
c
.put((a, l), 1)

12 else

13 activationsCounterc.put(a, activationsCounterc.get(a) + 1)
14 foreach (k1, k2) ∈ pendingActivations

c
.keys do

15 if k2 = a then /* a equals to the second event */
16 pendingActivations

c
.put((k1, a), 0)

17 else if k1 = a then /* a equals to the first event */
18 if k2 ∈ activationsCounterc then

19 pendingActivations
c
.get((a, k2))

20 else

21 acts← pendingActivations
c
.get((a, k2))

22 pendingActivations
c
.put((a, k2), acts + 1)

23 if a /∈ L then L← L ∪ {a}

other hand, for each event l in L, the responded existence constraints having a

as first parameter and l as second parameter are activated when a occurs. In
particular, a is a fulfillment if and only if l has already occurred in c. In this case,
the algorithm sets to 0 the number of pending activations in c (line 9). Other-
wise, if l has not occurred in c yet, a is a pending activation and the algorithm
sets to 1 the number of pending activations (line 11).

If activity name a has already occurred in c, the number of occurrences of
a is incremented by 1 in activationsCounter c. Line 16 of the algorithm sets to
0 the pending activations in c for the responded existence constraints having
a as second parameter (there are no longer pending activations for these con-
straints when a occurs). All the responded existence constraints having a as first
parameter are activated when a occurs and, therefore, the number of pending
activations for these constraints in c is set to 0 if the second parameter has al-
ready occurred and is incremented by 1 if the second parameter has not occurred
yet. Finally (line 23), if activity name a has occurred for the first time in the
event stream, a is added to L.

4 Stream Mining Algorithms

As mentioned earlier in this paper, an event stream is an infinite sequence of
events. Due to the infinite amount of cases we need to cope with and due to the
finite memory size available, we need approaches to remove less significant cases



Algorithm 4: Stream Mining with Sliding Window.
Input: S: event stream; maxM : maximum size of the memory

1 Let M be the available memory
2 forever do

3 e← observe(S) /* Observe a new event e = (c, a, t) */
/* Check if event e has to be used */

4 if analyze(e) then

/* Memory update */

5 if size(M) = maxM then

6 shift(M)

7 insert(M, e)

/* Mining update */
8 if perform mining then

9 DeclareMiner(M)

and keep only the most representative ones. In this work, we use two approaches
to deal with infinite streams: sliding window and an adaptation of lossy count-
ing [18]. The first approach is very simple and effective but, as shown in our
experimentation, not very efficient; the second approach is more complex but
guarantees better performance and, at the same time, good quality of the re-
sults. In general, both these approaches give us strategies that guide the decision
about which information is not useful anymore and, therefore, can be forgotten.

4.1 Sliding Window

One of the simplest way to tackle the stream mining problem is to collect events
for a certain observation period and apply the “off-line version” of a discovery
algorithm on the collected data. This idea is presented in Algorithm 4 and the
approach is called sliding window. An event e = (c, a, t) observed in a stream S

(line 3) is analyzed (line 4) to decide whether it will be considered for mining.7

If the analyze function returns true, the algorithm inserts the new event into the
memory M (line 7). When M reaches its maximum size (line 5), it is necessary
to delete the oldest event (line 6). Periodically (e.g., after the observation of a
certain number of events), it is possible to perform the discovery. In our case,
we can run the Declare Miner [15], but any other discovery algorithm can be
applied.

The main drawback of the sliding window approach is that the time required
for processing an event is completely unbalanced and strongly depends on the
event processed. In particular, when a new event is observed, most of the times,
only inexpensive operations are performed (i.e., insert(M, e)). However, when
the model must be updated, the log retained in memory is mined from scratch.
This implies that, in this case, the event is handled at least twice: the first time
to store it in the memory M and the second time by the discovery algorithm.

7 In general, all the incoming events are analyzed. Only in extreme cases in which it
is not possible to store further events in memory, the new events are discarded.



Algorithm 5: Stream Mining with Lossy Counting.
Input: S event stream; ǫ maximum allowed error; T template.

1 N ← 1

2 w ←
⌈

1

ǫ

⌉

/* Define the bucket width */

3 DT = ∅ /* Main data structure, its type is
D : case id× replayer for template T × frequency× maximum error */

4 forever do

5 bcurrent =
⌈

N

w

⌉

/* Define the current bucket id */

6 e← observe(S) /* Observe a new event, where e = (c, a, t) */

/* Update data structure DT */
7 if ∃ (ccandidate, r, f,∆) ∈ DT such that ccandidate = c then

8 Process event e on replayer r
9 Update the (c, r, f,∆) tuple of DT , by incrementing f by 1

10 else

11 rT ← new replayer for template T
12 DT ← DT ∪ {(c, rT , 1, bcurrent − 1)}

/* Periodic cleanup */

13 if N = 0 mod w then

14 foreach (citer, r, f,∆) ∈ DT such that f + ∆ ≤ bcurrent do

15 Remove (citer, r, f,∆) from DT

/* Generate model */
16 if model then

17 Extract constraints from DT

18 N ← N + 1 /* Increment the buckets counter */

Generally speaking, however, an off-line algorithm may iterate several times on
a log. This issue is critical since, in online settings, for performance reasons, it
is desirable a procedure that analyze each event no more than once.

4.2 Lossy Counting

One of the strongest approach that can be used to solve the approximate fre-
quency counting problem is called lossy counting. In this section, we present a
modified version of lossy counting that can be used for the discovery of Declare
models. The entire procedure is presented in Algorithm 5.

The basic idea of lossy counting is to divide the stream into ideal buckets,
each of them with size w =

⌈

1
ǫ

⌉

, where ǫ ∈ (0, 1) is a parameter indicating the
maximum allowed error (0 means that no data is discarded, leading to large
space usage; 1 indicates that almost all historical data is discarded, leading to
less reliable results). The current bucket (i.e., the bucket containing the last
event observed) is bcurrent =

⌈

N
w

⌉

, where N is the number of events observed so
far.

The most important data structure used by this approach is a set of entries of
the form (c, r, f,∆), where c is the identifier of a case (a case id), r is the replayer
associated with a Declare template T and implementing one of the algorithms
illustrated in Section 3, f is the estimated frequency of case c and ∆ is the
current maximum error. Note that there is a replayer for each case and for each



template and each replayer keeps track of the activations, the fulfillments and
the violations in that case for that template.

Every time a new element e = (c, a, t) is observed (line 6), the algorithm
checks whether the data structure contains an entry for case c (line 7). If
such entry exists, then its frequency value f is incremented by one and the
replayer processes the new event (lines 8-9). Otherwise a new tuple is added,
(c, rT , 1, bcurrent − 1) (where rT is a new replayer, for case c) at line 12. Every
time N ≡ 0 mod w, the algorithm cleans the data structure by removing the
entries that satisfy the inequality f + ∆ ≤ bcurrent (line 15). Such condition
ensures that, every time the cleanup procedure is executed, bcurrent ≤ ǫN . Peri-
odically (e.g., after the observation of a certain number of events), it is possible
to extract the set of valid constraints as described in Section 3 (line 17).

5 Case Study

We implemented the algorithms illustrated in the previous sections as a plug-in
of the process mining tool ProM (http://www.processmining.org). To carry
out our experiments,8 we have generated two synthetic logs (L1 and L2) by
modeling two variants of the insurance claim process described in [4] in CPN
Tools (http://cpntools.org) and by simulating the models. L1 contains 14,840
events and L2 contains 16,438 events. We merged the logs (four alternations of L1

and L2) using the Stream Package, publicly available in the ProM repositories.
The same package has been used to transform the resulting log into an event
stream.

Starting from the generated stream, we have compared the effectiveness and
the efficiency of the online process discovery using the lossy counting approach
with respect to the approach based on sliding window. In our experimentation,
we discovered a Declare model every 1000 events processed, i.e., we fixed an
evaluation point every 1000 events.9

For evaluating the effectiveness of the two approaches, we have used met-
rics precision and recall [20]. To compute recall and precision we assumed that
the discovered Declare constraints could be classified into one of four categories,
i.e., i) true-positive (TP : correctly discovered); ii) false-positive (FP : incorrectly
discovered); iii) true-negative (TN : correctly missed); iv) false-negative (FN : in-
correctly missed). Precision and recall are defined as

Precision =
TP

TP + FP
Recall =

TP

TP + FN
. (1)

The gold standard used as reference is the set of all true positive instances. In
our experiments, we have used as gold standards two Declare models (M1 and

8 All the experiments have been conducted on a machine with an Intel i7 processor
(limiting the execution to just one core), 8 GB of RAM and the Oracle Java virtual
machine installed on a GNU/Linux Ubuntu operating system.

9 In all the experiments, we discover (not) response, (not) precedence and (not) re-
sponded existence constraints.
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Fig. 2. F1 trend for the lossy counting approach for different values of the maximum
allowed error ǫ.
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Fig. 3. F1 trend for the sliding window approach for different values of the window
size.

M2) discovered from L1 and L2 using the Declare Miner (available in ProM)
and containing constraints satisfied in all the cases. Precision and recall have
been evaluated in every evaluation point. To compute them, we have used either
M1 or M2 as gold standard based on whether the evaluation point corresponds
to an event belonging to L1 or L2 respectively. In every evaluation point, we
selected the constraints with fulfillment ratio equal to 1 among the candidate
constraints generated by the lossy counting approach and discovered (with the
Declare Miner) the constraints with support 100% in the sliding window ap-
proach. Then, we compared these sets of constraints with the gold standards. A
discovered constraint is classified as true-positive or false-positive depending on
whether it belongs to the gold standard or not. A constraint that belongs to the
gold standard but that has not been discovered is a false-negative.

In Fig. 2, we show the trend of the harmonic mean of precision and recall

F1 = 2 ·
Precision ·Recall

Precision + Recall
(2)

for the lossy counting approach. The plot shows that the quality of the discovered
models in every evaluation point is sufficiently high with respect to the gold
standards.



1

10

100

1000

10000

ε = 0 ε = 0.001 ε = 0.005 ε = 0.01 ε = 0.05 ε = 0.1

E
v
e

n
ts

 p
e

r 
se

co
n

d

Error values

(a) Time efficiency for lossy counting

1

10

100

1000

10000

S = 3000 S = 2500 S = 2000 S = 1500 S = 1000 S = 500

E
v
e

n
ts

 p
e

r 
se

co
n

d

Window size

(b) Time efficiency for sliding window

Fig. 4. Time efficiency for lossy counting and sliding window approaches. Both graphs
use logarithmic scales.

In Fig. 3, we show the trend of F1 for the sliding window approach. Con-
cerning the configuration parameters chosen for this experiment, the quality of
the models generated by the sliding window approach is, on average, higher with
respect to the models generated by the lossy counting approach, even if it has
a higher variance. However, as shown later in this section, for the same config-
uration parameters, the approach based on sliding window is extremely more
expensive in terms of time efficiency. Note that the values for F1 are, in both
cases, not very high. This is due to the fact that incomplete traces might not be
able to provide insight into violations (see [29]). Both approaches are able to de-
tect the concept drifts correctly, since the comparisons with both gold standards
lead to good values for F1.

The efficiency of the two approaches has been evaluated through i) the num-
ber of events processed per second (for evaluating the response times of the two
approaches) and ii) the number of events stored at each evaluation point (for
evaluating the memory size needed). For the lossy counting-based approach, we
have evaluated these two metrics for different values of the maximum allowed
error. For the sliding window-based approach, we have evaluated he metrics for
different sizes of the window.

The results are shown in Fig. 4-5. Plots (a) and (b), in Fig. 4, report the
number of events that each approach is able to analyze per second. As expected,
the time efficiency in both cases depends on the configuration parameters. For
the lossy counting approach, the lower is the allowed error, the greater is the
number of replayers to be updated (and this results in a lower efficiency). For
the sliding window approach, the larger is the window size, the larger is the log
to be mined at every evaluation point (again, this has a negative influence over
the time efficiency). In general, however, it is evident that, when trying to obtain
models with good quality, the sliding approach becomes much more inefficient
than the approach based on lossy counting.
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Fig. 5. Space usage for lossy counting and sliding window approaches. Both graphs use
logarithmic scales.

Plots (a) and (b) of Fig. 5 report the space usage for the two approaches to
store events. For the lossy counting approach, the larger is the allowed error, the
lower is the space required (since less events must be retained). When ǫ = 0, no
data is discarded and, therefore, the space usage grows linearly (the plot uses a
logarithmic scale). In all the other cases, given an error value, the space required
is rather constant. Some variations may be due to concept drifts. Indeed, when
we pass from L1 to L2 in the event stream, cases belonging to the first log are
discarded because become out of date. For the sliding window case, the space
usage is constant and proportional to the window size.

Table 2. Applicability to the BPI Challenges 2011, 2012 and 2013

Event stream
No. of activity

names

Total events

processed

Total proces-

sing time (secs)
Milliseconds

per event

Events

per second

2011 BPI Challenge 623 150 291 2977.238 19.81 50.48
2012 BPI Challenge 36 262 200 191.406 0.73 1369.86
2013 BPI Challenge 13 65 533 37.350 0.57 1754.56

Finally, we checked the applicability of the lossy counting approach to assess
its scalability when the number of activities in the process is high and, then,
the number of candidate constraints grows. In Table 2, we specify the execution
time for the logs provided in the BPI Challenges 2011 [1], 2012 [27] and 2013 [24]
(maximum allowed error 0.01). This table shows that the approach is applicable
even for streams containing more than 600 activity names. Of course, this solu-
tion is more expensive in terms of time and memory. However, to improve this
aspect and deal also with these extreme cases, the approach can be adapted by
using approaches that try to keep track only of the most interesting candidates.
This can be easily done by integrating this approach with approaches to discover
frequent item sets like the one proposed in [15]. Another way to save memory in



this sense is to remove redundancies as explained in [16]. For example, if a con-
straint is stronger than another, it is possible to monitor only the strongest one
and consider the weakest only if the strongest is violated. Another approach to
avoid redundancies and contradictions in the discovered constraints is explained
in [22, 23].

6 Conclusion

In this paper, we presented a novel framework for the online discovery of declara-
tive process models from streaming event data. The framework is able to produce
at runtime an updated picture of the process behavior in terms of LTL-based
business constraints. Moreover, it gives to the user meaningful information about
the most significant concept drifts occurring during the process execution. The
proposed approach combines algorithms for the online discovery of Declare mod-
els and algorithms for stream mining. The framework has been implemented in
ProM. Our experimentation shows the higher effectiveness of the approach based
on sliding window with respect to the approach based on lossy counting at the
cost of very poor performances.

As future work, we will conduct a wider experimentation of the proposed
framework on several case studies also in real-life scenarios. In this way, it will
be possible to understand what can be improved and how. It may be the case,
for example, that some templates are more difficult to discover than others. As
discussed in Section 5, optimizations are also possible in terms of time efficiency
and memory usage.
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